In vivo human retinal imaging by Fourier domain optical coherence tomography
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1 Introduction
Tomographic retinal imaging in vivo as well as the measurement of the thickness of retinal layers plays an important role in contemporary ophthalmic diagnosis. Instruments and techniques like scanning laser ophthalmoscopy, ultrasonography, or partial coherence interferometry (PCI) are successfully used in ophthalmic clinics. Competitive optical coherence tomography (OCT) joined the earlier-mentioned methods in the past 12 years. The micron longitudinal resolution, high sensitivity, precision, and noncontact operations are responsible for the success of this technique in retinal imaging.

Huang et al. reported the first tomogram of the human retina in vivo in 1991. The first OCT tomogram of the human optic disk in vivo was presented in 1993 by Fercher et al. The first macular imaging in vivo done by Swanson et al. in 1993 and pathological retinal tomograms in vivo were performed shortly afterwards. Since then OCT has advanced as a powerful imaging modality for clinical applications demonstrating the detection and monitoring of macular diseases as well as early glaucoma diagnosis capabilities. The visualization of morphologic features of human retina structures (macula, optic disk) as well as the precise quantification of the retinal nerve fiber layer thickness are the most desirable parameters in ophthalmic early diagnosis.

The next step in the ophthalmic application of OCT is the development of functional OCT, which allows for the measurement of spatially resolved blood oxygenation. It can be realized by spectrally sensitive techniques. The first, preliminary, results of spectrally sensitive OCT based on a time domain OCT setup were reported by Drexler et al. in 2000. In the same year Leitgeb et al. published preliminary results with a method based on Fourier domain OCT technique. This OCT modality inherently provides direct access to spectral information and is thus a promising candidate for the assessment of functional parameters. The earlier-mentioned method is called Fourier domain optical coherence tomography (FDOCT). The idea and first Fourier domain optical A scans (PCI) in vivo were presented in 1995 by Fercher et al., but retinal images have not been obtained with FDOCT up to date. An advantage of FDOCT in comparison to time domain OCT is the elimination of a moving reference, which gives the potential of high speed imaging. The principles of FDOCT were previously used in other axial scanning techniques like spectral radar, wavelength tuning interferometry, chirp OCT, and grating generated scanning coherence microscopy. However, to our knowledge nobody has used them in retinal imaging yet.

In this paper we describe a modified version of the FDOCT method. With this method it is possible to avoid parasitic terms resulting from mutual interferences of waves reflected at different object depths. We present its potential to image the morphology of the human retina as well as to provide quantitative information about retinal layer thicknesses.

2 Experimental Setup
The FDOCT instrument is able to access the depth information (optical A scan) of an object without any mechanical scanning parts. The interference pattern after the grating as recorded by the charge coupled device (CCD) camera carries the information about the distribution of reflecting layers in
the object along the illuminating beam. The acquired data have to be Fourier transformed, in order to create an optical A
scan. A two-dimensional reconstruction of a tissue volume is possible by additional transverse scanning of the illuminating beam.

An interferometer, the main part of the FDOCT instrument, is based on an open air Michelson interferometer setup (Figure 1) with a 50/50 cube beam-splitter (Linos). A superluminescent diode (Superlum) acts as a temporally low and spatially high coherent light source emitting at 810 nm with a 20 nm full width at half maximum (FWHM) and a maximal output power of 2 mW. The detection unit consists of a diffraction grating (1800 grooves/mm Spectrogon) and a 18-bit cooled CCD camera (Andor Technologies, 64-kHz sampling rate of frame grabber, 16 bit analog to digital conversion, 1024×128 pixels, 27×27 μm pixel size, full vertical binning). In order to introduce a phase shift into the reference beam, which is needed for the differential FDOCT, the reference mirror is mounted on a piezotranslator (Physik Instrumente). A helium–neon laser serves for beam adjustment and aiming. The losses at the spectrometer are approximately equal to 20%.

Lenses OL, f=12 mm and L1 with the focal length f =80 mm create an inverted beam expander system. Such a configuration ensures that a parallel beam, which illuminates the cornea, is eventually focused by the eye onto the retina. The fixing light is situated more than 1 m from the subject. The pivot of the transverse scanner (Cambridge Technology) is imaged in the plane of the patient’s pupil by the lens OL. Such arrangement provides maximal scanning range for a given OL aperture. The OL lens serves as the objective with the numerical aperture = 0.42.

The transversal point-spread function is approximately Δx = 30 μm. The focal depth theoretically estimated for an optical system of the eye is Δz > 1 mm. The optical power of the incident beam at the cornea is $P = 130 \mu W$, this value is consistent with the ANSI recommended exposure limit for continuous direct beam viewing.\textsuperscript{22} The transfer time (19 ms) between CCD and personal computer is much longer than the time required to collect the spectrum (1 ms). The transfer time increases the total measurement time causing several problems connected with eye movements. The model of CCD employed in our FDOCT instrument is not equipped with a shutter, therefore any eye movement during the transfer time causes the spectral fringes to be blurred, of deteriorated visibility. As an effective countermeasure the sector rotating at 50 Hz was introduced to block the light for the image transfer time. After the transfer of the acquired spectra to a personal computer, data are processed and visualized by software written in LabView.

3 Basic Principles

The technique of Fourier domain OCT is based on spectral interferometry, i.e., interference of broadband light waves registered by a spectrometer. A beam originating from a light source is split into two partially coherent beams. One beam penetrates the object along the z axis, and is reflected back from the nth scattering center with the real-valued back-scattering coefficient $\alpha_n(v)$:

$$u_n = u(t + 2\tau_n) = \int_{-\infty}^{+\infty} S_0(v) \sqrt{\alpha_n(v)} \exp[-2\pi i v(t + 2\tau_n)] d\nu, \quad (1)$$

where $S_0(v)$ is the amplitude spectral distribution of the light source. A second beam is reflected from the reference mirror

$$u_r = u(t + 2\tau_r) = \int_{-\infty}^{+\infty} S_0(v) \sqrt{\alpha_r(v)} \exp[-2\pi i v(t + 2\tau_r)] d\nu, \quad (2)$$

where $\alpha_r(v)$ is the reflection coefficient.

The earlier two beams are delayed by $2\tau_n$ and $2\tau_r$, where delay times $\tau = z/c$ are related to the location of each (nth) scattering center with the initial position of the reference mirror and to the beam splitter position respectively. Resulting interference is recorded as a function of frequency

$$G_{UL}(v) = G^{rr}(v) + \sum_n G^{nn}(v) + 2 \Re \left\{ \sum_{n \neq m} G^{nm}(v) \exp[-4\pi i v(\tau_n - \tau_m)] \right\} + 2 \Re \left\{ \sum_n G^{nr}(v) \exp[-4\pi i v(\tau_n - \tau_r)] \right\}$$

with:

$$G^{nn}(v) = \lim_{T \rightarrow \infty} \frac{U^{nm}(v) U^{nm}(v)}{2T} \quad (4)$$

is called spectral density function,\textsuperscript{23} and

$$U^{nm}(v) = FT[u(t + \tau_m)] = S_0(v) \sqrt{\alpha_m(v)} \exp(-2\pi i v \tau_m)$$

$\quad (5)$
is the amplitude spectral distribution. The module of each spectral density function will be equal to the intensity spectral distribution of the light source modified by and/or, reflection, or scattering coefficients

\[
|G^{\mu\nu}(\nu)| = S_0(\nu)S_0^*(\nu) \sqrt{\alpha_{\mu}(\nu)\alpha_{\nu}(\nu)} = I(\nu) \sqrt{\alpha_{\mu}(\nu)\alpha_{\nu}(\nu)}.
\]  

(6)

Fourier transformation of the spectral density function \(G_UU(\nu)\) yields

\[
FT^{-1}[G_{UU}(\nu)] = FT^{-1}[G''(\nu)] + \sum_n FT^{-1}[G^{\mu\nu}(\nu)]
\]

\[
+ 2 \sum_{n\neq m} FT^{-1}[|G^{\mu\nu}(\nu)| \times \cos[4\pi\nu(\tau_n - \tau_m)]]
\]

\[
+ 2 \sum_n FT^{-1}[|G^{\nu\nu}(\nu)| \times \cos[4\pi\nu(\tau_n - \tau_n)]].
\]

(7)

According to the Wiener–Khinchin theorem, there is a correspondence between the spectral density function and the complex first-order electric field correlation function 24 \(\Gamma(\tau)\): \(\Gamma(\tau) = FT^{-1}[G(\nu)].\)

(8)

Applying this theorem to Eq. (7), one obtains

\[
g_{UU}(\tau) = FT^{-1}[G_{UU}(\nu)]
\]

\[
= \Gamma''(\tau) + \sum_n \Gamma^{\mu\nu}(\tau) + \Xi^+(\tau) + \Xi^-(\tau)
\]

\[
+ \Psi^+(\tau) + \Psi^-(\tau).
\]

(9)

The total signal described in Eq. (9) consists of the following terms [Figure 2(a)]: The first two terms correspond to the intensities of the reflected reference beam and of beams reflected from layers distributed within the object. The following two terms are associated with the interference of all elementary waves reflected back from different object interfaces

\[
\Xi^+(\tau) = \sum_n \Gamma[\tau \pm 2(\tau_m - \tau_n)].
\]

(10)

Earlier mentioned terms are called by other authors as auto-correlation terms. 25

The last two terms originate from interference between reflected object waves and the reflected wave from the reference mirror

\[
\Psi^+(\tau) = \sum_n \Gamma[\tau \pm 2(\tau_r - \tau_n)].
\]

(11)

Only the terms included in \(\Psi^+(\tau)\) provide direct information on the positions of reflecting layers with respect to the constant position of the reference mirror. Unfortunately, all six terms mix, what precludes the interpretation of the data. In the simplest way one can separate the terms containing useful information from the parasitic ones by shifting of the reference mirror by a distance larger than the optical thickness of the sample. Unfortunately, such a procedure reduces the working depth range.

The differential Fourier domain method (dFDOCT) employs the fact that terms carrying direct information on the location of reflecting layers depend on the reference mirror position while the remaining parasitic terms do not. In order to completely remove the parasitic terms it is sufficient to measure one additional spectrum \(G_{UU}(\nu)\) with a phase shift \(\pi\) introduced into the reference arm.

After subtraction of these two spectra, one yields terms associated exclusively with the object structure

\[
\text{Diff}G_{UU}(\nu) = G_{UU}^{[1]}(\phi(\nu)) - G_{UU}^{[2]}(\phi(\nu) + \pi)
\]

\[
= 4 \sum_n \Re[G^{\nu\nu}(\nu)] = 4 \sum_n \Re[G^{\nu\nu}(\nu)].
\]

(12)

Fourier transformation of \(4\Re[G^{\nu\nu}(\nu)]\) results in the expression

\[
\text{Diff}G_{UU}(\nu) = 4 \sum_n \Re[G^{\nu\nu}(\nu)].
\]

Fig. 2 Optical A scans of the same sample obtained by: (a) FDOCT technique and (b) differential technique.
In our FDOCT setup the registered width \( \text{FWHM} \) of the axial point spread function \( \text{PSF} \) is given by the number of illuminated CCD pixels. The dependence between the number of harmonics, the maximum signal to noise ratio is increased by means of the maximum harmonics since the white noise is distributed after FFT over \( N \) harmonics. Hence, the Fourier transform of data acquired directly from the spectrometer is improper. The signal is evenly sampled in \( \lambda \) space but unevenly sampled in \( k \) space. This will lead to a broadening of the PSF function in the object arm (Figure 3). In order to compensate this effect preprocessing of the recorded data is needed before taking the numerical FFT. We used first a nonlinear scaling algorithm, which transforms evenly sampled spectrum in \( \lambda \) into an evenly sampled signal in \( k \). The axial resolution as well as the amplitude were improved (Figure 3). The observed decay of the amplitude at variable distance in the Figure 3 is caused by the limited spectral resolution of the spectrometer.\(^{25}\)

The important features of every OCT system, which characterize the measurement performance, are dynamic range and signal-noise ratio. The dynamic range (DR) and the maximal signal to noise ratio \( (S/N)_{\text{max}} \) are related by: \(^{26}\)

\[
(S/N)_{\text{max}} = \frac{P_{\text{max}}}{P_{\text{min}}}.
\]

The dynamic range is given by the following formula: \(^{28}\)

\[
\text{DR} = 10 \log \left( \frac{[Pt]_{\text{max}} \eta}{2Nh \nu} \right),
\]

where \( P \) is the optical power from the object, \( t \) is the exposure time, \([Pt]_{\text{max}}\) is the saturation energy of \( N \) illuminated pixels, \( \eta \) is the quantum efficiency, \( h \) is the Planck constant, and \( \nu \) is the central frequency of the incident light wave. The Fourier transformation of the signal acts as a narrow bandpass filter.\(^{27}\) As was mentioned earlier the FWHM of the axial point spread function equals 2 harmonics. Hence, the Fourier transformation is “compressing” whole useful information into two harmonics since the white noise is distributed after FFT over \( N/2 \) harmonics, the maximum signal to noise ratio is increased by factor \( N/4 \):

\[
\text{DR}_{\text{FDOCT}} = 10 \log \left( \frac{[Pt]_{\text{max}} \eta}{8h \nu} \right) = 10 \log \left( \frac{\text{FWCN}}{8} \right).
\]

The theoretically estimated value for the DR of Fourier domain OCT amounted to 79 dB.
In order to estimate the DR value experimentally we used a mirror in the object arm and gradually attenuated the object beam by a set of neutral density filters, while the reference intensity was left fixed at half of the saturation level. The DR was calculated as the ratio of the optical power corresponding to camera saturation to the optical power, at which interference fringes were still distinguishable from the noise. Thus we obtained \( \text{DR}_{\text{exp}}^{\text{FDOCT}} = 67 \, \text{dB} \). Clearly the parasitic autocorrelation terms and flicker noise decrease the dynamic range. In order to improve the dynamic parameters of FDOCT we used a differential technique, which reduces the correlated component of the noise background, which results from the \( \mathcal{E}^2(\tau) \) terms in Eq. (9). The dynamic range measured for the differential method is \( \text{DR}_{\text{exp}}^{\text{FDOCT}} = 71 \, \text{dB} \). Therefore, the signal to noise ratio is enhanced due to the differential technique by a factor of \( \sim 1.6 \) times.

5 Retinal Measurements

Figure 4 presents a comparison between two tomograms of the human retina in vivo obtained with the standard and differential FDOCT techniques. The autocorrelation (parasitic) terms are strongest for small fringes frequencies, i.e., close to the zero path difference, (left panel in Figure 4). However, for longer optical distances one can still observe some autocorrelation terms (regular vertical stripes) originating from the interference between the rays reflected back from different optical components in the instrument. The differential technique efficiently reduces all these artifacts and uncovers the morphological details of the sample (Figure 4, right panel).

To demonstrate the potential FDOCT for the imaging of the human retina in vivo as well as to visualize blood vascular structures at the human retina, we examined the left eye of one of authors (R.L. 31 years healthy eye). All measurements were performed with the aid of the differential FDOCT technique, therefore each optical A scan was reconstructed from two measured spectra.

Figure 5 presents in vivo retinal optical tomograms and sample A scans of the human eye. A central fragment of the healthy fovea is presented in panel a1. One of the A scans composing this tomogram is shown in panel a2. In Figure 5(b) an example of the region of the central retina outside the macula lutea together with a representative A scan are shown. In accordance with other authors \(^{29,30} \) we can identify the following retinal interfaces in the optical A scans: ILM—inner limiting membrane, RPE—retinal pigment epithelium, CHR—choroid.

The measured free space optical distance from the ILM to the retinal pigment epithelium RPE in the foveal pit is approximately 220 \( \mu \text{m} \). Division of this optical thickness by the group refractive index of the retina (assumed value is 1.4) yields a geometrical thickness of approximately 160 \( \mu \text{m} \). The average geometrical retinal thickness in the fovea taken from a textbook \(^{31} \) is 130 \( \mu \text{m} \). The free space optical thickness of the retina (ILM–RPE distance) including all seven layers outside the macula amounts to approximately 300 \( \mu \text{m} \). The approximate geometrical thickness calculated with the earlier mentioned refractive index value is 215 \( \mu \text{m} \). The average geometrical retinal thickness outside of fovea, as determined by other authors, \(^{32} \) varies from 150 to 300 \( \mu \text{m} \).

Examples of the human optic disk imaging in vivo are shown in Figure 6. There are three measurements of the same region with different transversal increment. The scanning was performed along the papillomacular axis. The exact position of the beam slightly changes from one measurement to another, however, anatomical details are recurrent. One can distinguish horizontal bands of relatively high (bright bands) and low reflectivity (dark band). It was already shown, by time domain techniques, \(^{29} \) that higher reflectivity areas correspond...
to the nerve fiber layer RNFL and choroid CHR together with the retinal pigment epithelium RPE, while the nuclear layers and the inner and outer segments of photoreceptor demonstrate low reflectivity. The characteristic convergence of the relative high reflectivity layers at the left edge of the optic disk indicates that the bright areas mainly correlate to the nerve fibers, which shall be dominating in this region. The optic disk is the point where all nerves and veins leave the eyeball. Hence, the probability of vein imaging in this region is high. The oval structures V1 (~150 μm) and V2 (~400 μm) are probably sections of blood vessels.

The dFDOCT tomogram of the macular region is shown in the Figure 7. Again the transversal scanning was done along the papillomacular axis. The inner bright band almost disappears in the foveal pit. Therefore, one can assume that this band corresponds to the fiber nerve layer. Directly below the foveal pit a single bright strip is distinguishable. Hypotheti-cally we can link this structure to the retinal pigment epithelium layer.

Unavoidable eye movements caused that the adjacent A scans might be misaligned with respect to each other. In case of macular imaging due to pronounced reflex of the pigment epithelium it is possible to apply a cross-correlation technique7 in order to realign the consecutive optical A scans.

6 Discussion

We demonstrated the possibility of morphological ophthalmologic imaging with the aid of a modified FDOCT technique. It was shown that differential FDOCT produces images which are free of parasitic autocorrelation terms, with the drawback of effectively doubling the acquisition time. For the 16 bit CCD system in use the data transfer of 1024 spectral points to the personal computer needed 19 ms. Hence, with dFDOCT we need approximately 40 ms for one optical A scan. The total 500×500 tomographic image takes about 20 s. Faster CCD systems on the market allow for a 1 MHz/pixel transfer rate. This reduces the acquisition time for one 500×500 pixel tomogram to 1 s, which is sufficient for clinical applications.

In both FDOCT and time domain OCT the resolution of the system depends on the same factors. In our system the transversal resolution can be improved by increasing the aperture of the incident beam. This is achieved by reducing the focal length of the object lens. The longitudinal resolution can be easily improved by using light sources with broader spectral bandwidths.

The shot noise level is achieved by introduction a reference signal of sufficient intensity but within a saturation limit. The saturation level of CCD detector is many orders of magnitude lower than for photodiodes. Still, the shot noise level in our system is easily reached due to the inherently low dark and read noise figures of CCDs. This fact can be also demonstrated experimentally by switching off the camera cooling system—the increase of thermal noise does not deteriorate the FDOCT image quality. In our system we experimentally determined the dynamic range to be 71 dB, whereas for temporal systems calculated value above 100 dB were reported.28,34 Despite this considerable difference the quality of the presented retinal tomograms obtained by FDOCT are not much worse than the best time domain OCT retinal images.35 This apparent contradiction may be explained by the following observation: The dynamic range that is necessary to distinguish between retinal layers essential for ophthalmologic diagnosis (retinal nerve fiber layer, photoreceptor layer and pigment epithelium layer)9 is approximately equal to 40 dB, which lies well within the dynamic range of our FDOCT system.

7 Summary

In conclusion, we have demonstrated the first in vivo tomograms of the human retina obtained by Fourier domain optical coherence tomography. We were able to visualize details of the macula and optic disk in vivo. A quantitative estimation of the thickness of different retinal layers was presented. The results appear competitive to the retinal tomograms obtained by conventional OCT instruments, that are based on a time-domain measurement setup.
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