Journal of Biomedical Optics 7(3), 478-485 (July 2002)

Photon pathlength determination based on spatially
resolved diffuse reflectance
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1 Introduction moving scattererémainly red blood cellsas well as the pho-
ton pathlengt®1® The origin of the pathlength variations is
not only found in the tissue optical properties, but also in the
source detector separatiop, of the LDF probe(normally
0.25—-1 mm.*?1°

The tight relationship between optical properties and pho-

Photon migration through a turbid medium, e.g. tissue, de-
pends on the optical properties of that medium. These prop-
erties are represented by the absorpf{py) and scattering
(us) coefficients, the probability distribution of the scattering
=fort have been Spent an ivo detemination of the tesus. (o1 Patilength suggests that smilr approaches could be used
optical properties, using affordable techniques, such as mea" estimating the two; hence, possibly enabling us to eliminate

. . the pathlength influence on the LDF readings. To our knowl-
surement of the spatially resolved diffuse reflectance, that can .
. o L _ . edge, no author has previously presented a method based on
be implemented in instruments for clinical Usé The optical

. ) ) : ; local reflectance at smafl for determination of the photon
properties can be used directly for diagnostics, since, e.g., af b

brai db i1 h higher ab tion th d pathlength in a turbid medium. Such a method could also be
brain and breast tumors %ve Igher absorption than Surrount,sey for further development of pathlength dependent meth-
ing, non-neoplastic tisste® Furthermore, knowledge of tis-

. - ods, e.g. pulse oximetry and reflectance spectroscopy. There-
sue bulk absorption at distinct wavelengths can be used for g-p y P Py

vsis of the ti ¢ maior ch h h fore, the aim of the present study is to develop a method for
analysis o the tlssqe content of major chromophores, such asi5¢4| estimation of photon pathlength, using the spatially re-
hemoglobin, melanin, fat, and wafér.

. ) solved diffuse reflectance profile in the 0—2 mm range.
By using two wavelengths, the relative amounts of 0Xy- \ye will show in this paper, that for a wide range of optical

genated and reduced hemoglobin can be estimated, as in p“|5$roperties, applicable to human skin, the average pathlength
oximetry. However, the latter method is based on the assump-ca yary by almost a factor 6 for a source detector separation
tion that the migrated photon pathlength is equivalent at the 4t 2 mm. \We have devised methods based on a one-layer
two different wavelengttfs—an assumption that can be ques-  homogenous tissue model, that can predict the average path-
tioned, considering the fact that optical properties display a jength of the photons at various source detector separations,

wavelength dependenée* Laser Doppler flowmetry(LDF) with a root-mean-squar@ms) error of about 5%.
is an established method for monitoring microvascular perfu-

sion in vivo. However, one problem with the method is the
difficulty in making inter- and even intraindividual compari- 2 Materials and Methods
sons, due to varying tissue optical properties. It has beeng 1 Simulation Model

shown, that for a constant perfusion, the LDF output signal is

affected both by changes in scattering and absorption of theproperties Wherg . <101 . = (1 (cos6)), the reduced

i ium? Th fusi i i . ! .
turbid mediu e generated perfusion estimate is based scattering coefficientcosé)=averagecosine of the scatter-

on the interaction between photons and moving scatterers, an o TS
estimate sensitive to both the velocity and concentrétioh ing angles, the diffusion approximation of the transport equa-
tion is not generally applicabfe® Further, the diffusion ap-

For small source detector separatidfs-2 mm and optical
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Table 1 Optical properties of the reference space. {cos 6): mean co-
sine of the photon scattering angle, 6, calculated from the combina-
tion of 96% Henyey-Greenstein phase function, and 4% isotropic
scattering.

po (mm™') 001 005 0.0 0.15 020 025
e (mm) 5 10 20 30 40 50
(cosé) 0.80 0.85 090 0.95

proximation is only valid when.> u,.***" Therefore, with
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Fig. 1 Probe design. Ten fibers are arranged in a linear array, and each
fiber has a core diameter of 0.2 mm (0.23 mm including cladding).

the setup used in the present study, photon pathlengths must

be statistically determined by means of Monte Carlo simula-
tions. The Monte Carlo simulation software used in this study
was developed by de Mul et alMontCarl 2001, version
20.01 a.*®

For all simulations, a homogenous semi-infinite slab with a
thickness of 100 mm with different optical properties accord-
ing to Tables 1 and 2, was used. A low concentration of ho-
mogeneously distributed moving scatterérsrresponding to
ws=0.1 mm 1) with a constant velocityy = 1.0 mm/s, par-
allel to the slab surface, was introduced in the model. All

The Henyey—Greenstein phase function

L 1‘9&6
47 (1+ gfic— 201G €0s6) >

Pre( ) = 1)
was used in conjunction with an isotropic phase function to
describe the photon scattering, wheris the deflection angle
and gyc is the anisotropy factor. The proportions used were
96% Henyey—Greenstein and 4% isotropic phase function.

scattering events, due to both moving and static scatterers,qence, the resulting phase function can be expressed as

were modeled with the same phase function. In order to esti-
mate the LDF perfusion, all Doppler shifts due to photon
interactions with moving scatterers were stored. The refrac-
tive index of the ambient air was set to=1.0, whereas the
refractive index of the slab was setne-1.44,which is con-
sidered a relevant value for human skif° A divergent cir-
cular light beam(NA=0.37) with a diameter of 0.2 mm and

a rectangular intensity distribution impinged on the slab sur-
face. All photons exiting the upper slab surface at a radial
distance(p) from the center of the source in the rangd.3
<p=<2.17 mm were detected. This geometry was subse-
quently transformed mathematically into mimicking a linear
array of ten fibers, with one transmitting, and nine receiving
fibers (Figure 1. The fibers were located adjacent to each
other, with a center-to-center separation of 230, each fiber
having a core diameter of 200m, and a surrounding clad-
ding with a thickness of 1lm. The specific geometrical and
optical properties of the simulated fiber optic probe is similar
to a probe we have previously used for LDF measurem@énts.
In all simulations, 500 000 photons were detected. The num-
ber of emitted photons in each simulation ranged from less
than 800 000 to more than 16 million for the different setups
of optical properties. In order to simulate a light source with a
constant intensity, the number of detected photons was nor-
malized by the number of emitted photons.

Table 2 Optical properties of the validation space. {cos 6): mean
cosine of the photon scattering angle, 6, calculated from the combi-
nation of 96% Henyey—Greenstein phase function, and 4% isotropic
scattering.

po (mm™') 003 0075 0.125 0.175 0.225
s () 7.5 15 25 35 45
(cos 6) 0.825 0.875 0.925

B

41

where3=0.04.This combination of a highly forward scatter-
ing component, such as the Henyey—Greenstein phase func-
tion (gue=0.7), and an isotropic component, has been found
to adequately describe light scattering in biological tisstfes.

A large reference space, used to develop pathlength esti-
mation methods, was defined. It consisted of equidistant op-
tical properties, with the intention to encompass the range of
values fromin vitro andin vivo estimations of human epider-
mis and dermis ak =632 nm11%2022Therefore, all combi-
nations of parameters in Table 1 were chosen as input param-
eters in the Monte Carlo model, thus, requiriBg 6X 4
=144 simulations.

Second, a validation space for evaluation of the accuracy
of the pathlength estimation methods was defined. It was
setup to maximize the distances to the nearest combination of
optical properties in the reference spddable 2. The vali-
dation space consisted 65X 3= 75 simulations.

p(o) +(1—-B)puc(0), (2

2.2 Extraction of Simulated Data

In order to speed up the simulations, all photons emerging at
0.13=p=2.17 mmwere detected. The detection area was di-
vided into concentric rings, the width of which coincided with
the diameter of the individual fibe®.23 mm including core
and cladding, or 0.2 mm excluding the claddinglowever,
since the differential area of each ring at a certain radial dis-
tance from the source will not automatically match that of a
circular fiber at the samg, a conversion algorithm was de-
vised in order to adjust the number of detected photés
pendix A and B. The simulation data was imported into
MATLAB® 6.0, and processed to yield a light intensity de-
cay, representative of the geometrical and optical properties of
the simulation model, as described in Appendix B.
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2.3 Estimation of Photon Pathlength: Preprocessing K pl K 4
q
The average pathlength migrated by the photons was pre- pli= Z d_/ 2 d (4)
dicted either with or without data preprocessing. Two basic =1 Mo B
preprocessing methods were employed. whered, denotes the geometrical distance between the point

of prediction and thejth closest point in the reference simu-

lation set. Further, a linear interpolation meth@dP) using a
2.3.1 Linearization and Data Fitting to an Delaunay triangulation of the reference data space, was evalu-
Analytic Expression ated (griddata3 in MATLAB® 6.0). Finally, a multiple poly-

For each combination of optical properties, the simulated in- °mial regression model of the third degree as 'c.lfunction of
tensity decayAppendix B was fitted to the following expres- ~ M1» M2, andms was utilized to estimatel; (MPR):
sion of the spatially resolved diffuse reflectandé;

=R(p;)] as a function of the discrete source detector separa- g1 3T (m. .m».ma.) = aommm. i +k+1<3
tion, p; (p;=0.23,0.46,...,2.07 mjn PLi=Pli(my, mz,Ms) j% EHELALR ’
©)

INRj=my—m;,In p;—mgp;, 3 hence,

wherem; =Inm;y. This is the logarithmic form of a modified - ) ) _ ) 3
expression orig;inating from diffusion theory, introduced by PT; =000 21100 + Bio10Mz + Aio0iMat -+ AizodMy
Groenhuis et al.This form of the expression was introduced + aiosd’ng+ aiooamg- (6)
in order to minimize the relative fitting error in a least squares
sense, using linear regression, solving fioy, m,, andms.
None of the three parametarg , m,, or mg were fixed, and
the number of fibers used for the fitting of the above expres-

sion was varied. In contrast, some autfRofdiave used set : : .
values ofm, (0.5, 1, and 2 whereas others have rbErom gression. The model was then implemented in MATLAB®
L 6.0. The general model resulted in a nearly singular matrix

the earlier expression, it is evident thag acts as an ampli- hen d ining th ffici heref 3 3
fication factor, and is thus dependent on absolute measure-VN€n determining the coefficients. There ore, i m3, mj

ments of theR;, whereasm, and m; merely describe the terms were exclqded.AII four estimation methods were evalu-
shape of the intensity decay, and not the absolute level. ated by calculating the mean and SD of the ratio between

estimated and simulated pathlendf;/pl;), as well as the
rms of the relative errof (pT;—pl;)/pl;i], for the validation
space.

The general MPR includes 20 unknown coefficieafg for
each of the nine fibers. Model selection, i.e., which of the
unknown coefficients that are useful for explainipfi was
undertaken in STATISTICA™ 5.5, using forward linear re-

2.3.2  Autoscaling

Two of the interpolation methods discussed in the next sec-

tion, theK-nearest-neighbor method and the linear interpola- 2.5 Estimation of Tissue Perfusion Using the Laser

tion using a Delaunay triangulation, will both yield results Doppler Principle

that depend on the geometrical distances between the predicg,ch time a photon interacted with a moving scatterer, the
tor data pointd(in this casem, andInR). Since the various  cqrresponding Doppler shift was recorded. If multiple inter-
data sets of predictoisn, andIn R), displayed great numeri-  4tions with moving scatterers occurred, the individual Dop-
cal differences and variability, an autoscaling approach was pler shifts were summed up. The distribution of Doppler fre-
applied. All predictors were autoscaled by normalization with quency shifts was characterized by calculating a_histogram
the standard deviatio(8D) of the predictors calculated from  ith 24 4 Hz wide frequency bins, centered around 0 Hz.
the reference spacé. Thereafter, the histogram was convolved with itself, creating a
Power spectrum for each detectpP;(w). Subsequently, the
N power at negative frequencies were mirrored to the corre-
2.4 Estimation of Photon Pathlength: Key Methods sponding positive frequencies, and the perfusion estimate,
The pathlengthpl;=pl(p;), is in this context defined as the  perf;, was calculated by summation fP;(®), for w in the
average of the distances migrated by the photons from pointinterval corresponding to 12—-12500 Hz. Finally, the perfu-

of entry (source fiberto point of detectior(ith detector fiber sion estimate was normalized By %131°

(Figure 1. The predicted pathlength, denotgd, was de-

rived by using four different estimation methods. The simplest S, 0Pi(o)

approach in findingT;, is to determine the meapl for each Perfi=—r—. (7
1

source detector separatiop,, as an average of all simula-
tions in the reference data set; thus, devising a method that is
only dependent on the source detector separation to predict3 Results

thepl; . The variations in the average photon pathlength as a function
The more advanced methods are based on two- or three-of the source detector separation at discrete distapcesor
dimensional pathlength predictors, consisting of eithd®, or the 144 different combinations of optical properties in the

m, values. TheK-nearest-neighbotKNN) method estimates  reference space is depicted in Figure 2. The mean and SD of
pl; as a weighted sum of the pathlengths corresponding to thethe pl; basically increase linearly with the source detector
K closest reference points: separation. For the ninth detector fibgy,=2.07 mn), the
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Fig. 2 Variations of pathlength (p/;) as a function of source detector
separation (p;). Mean (x)*one SD (error bars) are given for each
fiber. The triangles denote the maximum and minimum values.

averagepl; varies almost sixfold5.0-28.8 mm Even for the
first detector fibe(p;=0.23 mn), the ratio between the long-
est and the shortegtl; is close to 2.6range 0.94—2.41 mm

The result of predictingl; of the validation space using
the averagel; from the reference space is presented in Fig-
ures 3 and 4. This method overestimafgs by 9%—-19%
(mean with a SD of 18%—-32%, and a rms of the relative
error [(pTi—pl;)/pli] of 20%—37%(hereafter referred to as
rms erroy. The range opl ratios(pT;/p!l;) for the ninth fiber
was 0.52-1.81.

The more sophisticated prediction methods KNN, LIP, and
MPR vyielded results with comparable accuracy. However, the
LIP method was not able to predict all;, due to the fact that
some predictor points in the validation space fell outside the
convex hull of the triangulated reference space. Therefore
this method was not further used. As for the KNN method, the
data set was preprocessed using autoscaling, since this in ge
eral improved accuracy. The KNN method was evaluated for
K in the range 1-16 and the optimKl value was chosen
individually for each fibe(range 3—10 where the optimaK
is defined as th& value resulting in the prediction with the
smallest rms error.

20
v
v v
15 ¢ ¢ v vV
g
2 10 ’l‘
& R .
~ A A
0.5 & 4 & a4
0 . . . .
0 05 1.0 15 2.0

Fiber separation [p] (mm)

Fig. 3 Prediction of pathlength based on average pathlength. Pre-
dicted divided by simulated pathlength (pT/p/)) is plotted as a func-
tion of source detector separation (p;). Mean (x) +one SD (error bars)
are given for each fiber. The triangles denote the maximum and mini-
mum values.
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Fig. 4 Prediction of pathlength based on all of the various methods
presented in this paper, given as the rms of the relative error [(pT;
—pl)/pl;] for each method vs p;. Predictions based on: O, average
pathlength, +, KNN method using m, and m; values based on all
nine fibers, A, KNN method using R; values from fibers 3 and 7, X,
KNN method using m;, m,, and m; values based on all nine fibers,
and O, MPR method using m;, m,, and mj; values based on all nine
fibers.

One previously suggested methdds to predictpl; based
on two R; values. TheR; from fibers 3 and 7p;=0.69 mm
and p;=1.61 mn) gave the most accuratl; (Figure 4,
when applying the KNN method. On average, this method
yielded a 1.6%—5.6% overestimation pf;, with a SD of
3.6%—-6.9% and a rms error of 3.9%—8.7%. The rangpl of
ratios for the worst case, fiber nine, was 0.91-1.36.

Extending the KNN approach to three differdRtyielded
slightly more accurate and precise results, compared to the
case with two differenR;. The R; values from fibers 2, 4,
and 7 appeared to give the most accurple The pI; is
poverestimated by 1.5%-4.5%, with a SD of 4.0%—6.4% and a
rms error of 4.2%—-7.6%. The range pf ratios for fiber 6
(worst casgis 0.83—1.24. For the sake of clarity, these data
were excluded from Figure 4.

Estimation ofpl; based orm, and ms (derived from all
nine fiberg using the KNN method is also presented in Figure
4. The pl; is overestimated by 2.4%-7.3%, with a SD of
10.3%-28.1% and a rms error of 10.5%—28.8%. The worst
case range ofl ratios was for fiber 90.41-2.0].

The KNN method usingn;, m,, andmg, predictedpl; to
within —0.09%-1.1%, with a SD of 3.8%-6.9% and a rms
error of 3.8%—7.0%Figure 4. The worst case range @i
ratios (fiber 9 was between 0.82 and 1.16. Decreasing the
number of detectors in the fitting to E(B) results in a de-
creased accuracy and precision of fhB using the KNN
method. In all cases, the best predictions are obtained using
all nine detectors. However, generally, accuracy and precision
was maintained down to using only the five detector fibers
closest to the source. After removal of more fibers, accuracy
unequivocally deteriorated.

Applying the MPR method to the samme;, m,, and mg
data set, slightly improved the predictioffsigures 4 and b
Thepl;, mean error ranged betweer0.01% and 0.78% of the
simulatedpl; using all nine detectors, with a SD of 3.0%-—
5.5% and a rms error of 3.0%—5.4%. The rangelofatios
for fiber 6 (worst casgwas 0.86—1.15.
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Fig. 5 Prediction of pathlength based on calculated m;, m,, and m;
values using the MPR method and all nine fibers in the data fitting to
Eq. (3). Predicted divided by simulated pathlength is plotted as a func-
tion of p;. Mean (x) =one SD (error bars) are given for each fiber. The
triangles denote the maximum and minimum values.

Fig. 7 Perfusion estimates vs pl; for p;=0.46 mm and (cos 6)
=0.875. The span of optical properties is defined in Table 2.

structures in the cfhdomain is detectet!. We present a
method, based on the spatially resolved diffuse reflectance in
For a fixed({cos#)=0.875,the calculated LDF perfusion  the 0—2 mm range, that yielgd; with a rms error of approxi-
[Eq. (7)] increases almost linearly withl; (Figure 6. The mately 5%.
perfusion estimate ranges from 69—-694 a.u., considering all  The significance of being able to prediitis illustrated in
source detector separations. Even within one fiber, the perfu-Figure 2. The longest pathlength migrated by a photon can be

sion estimate can vary substantially. At=0.46 mm,the per- almost six times greater than the shortest one with a source
fusion estimate varies between 109 and 237 éigure 7, detector separation of 2.07 mm. Source detector separations
and increases linearly witpl; (ranging from 1.75 to 3.41  up to about one mm can yield more than three-fold variations
mm). in pl (2.8-9.2 mm.

A number of different methods for predicting tipd; are
presented in this paper. All but one are based on measuring
the diffuse reflectance, at two to nine discrete detector loca-
tions. The simplest method fingd; based on the average of
the simulated photon pathlengths as a functiorpaf thus,
rendering any measurements unnecessary. However, these
predictions have a systematic overestimation of 9%—-19% and
large SDs, probably due to the choice of validation data set,
‘making this method less useful.

Of the three remaining estimation methods evaluated in
this study, only one is independent of the absolute magnitude
of the diffuse reflectancd; , thereby avoiding problems with
absolute intensity calibration. This method uses a combined
preprocessing technique of linearization and data fitting to an
analytic expression, originating from diffusion theofiq.

(3)], and results in two parametefs, and m;) that merely
describe the shape &; vs p;, but not the absolute magni-

4 Discussion

The aim of this study was to devise a method that could
estimate the average pathlength,, migrated by photons in
turbid media, at discrete source detector separatjgnsThe
method has to be robust and applicable to a wide range of
optical properties, in order to be useful in a clinical setting. It
should be easy to measure and calculate the predictors, allow
ing the investigator to monitor pathlength variatiansvivo,
preferably real time. The tissue volumetric resolution of the
optical properties and, hence, pathlength determination, de-
pends on the source detector separatprJsing a smallp,

local tissue inhomogeneities in the rimange can be
revealed. By using a largep, the influence of deeper tissue

g 800 tude. Obviously, information is lost this way, but estimations
= are still more accurate than the previous method in predicting
5 600 e pl;. However, the method is far too imprecise, with rms er-
a, e rors up to 29%. This result is in agreement with those of Dam
5 TREU et al. who found that predicting optical properties based on
5 400 LT relative reflectance profiles was 5-10 times less accurate than
5 ST using absolute reflectance.

e Al One intuitive approach previously suggested by us, is us-
{1_‘.3 ,‘,J"“ ing the diffuse reflectance detected in tin@ighboring fibers

=} ¢ as predictor$? The choice of fibers will strongly influence the
.UE) 00 4 8 12 16 accuracy of the prediction algorithm. We found slight overes-

timations ofpl; of up to 5.6%, and rms errors up to 8.7%.
Obviously, the method can be expanded to incorporate more
Fig. 6 Perfusion estimates (Perf;) as a function of average pathlength, t_han t\_NO fibers in the ar_]alySIS' '_I'he case _Of three dlﬁer_em
depicted for all p; and (cos 6)=0.875. The span of optical properties is fibers improved results slightly, with overestimations ranging
defined in Table 2. up to 4.5%. A major drawback with this method is the inher-

Simulated pathlength [pl] (mm)
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ent sensitivity to disturbances in any one of the channels/ (cos#)=0.875, the estimated perfusion value displays a ten-
fibers during measuremeht. fold difference between its lowest and highest value, looking
In order to condense the information from measurements, at all source detector separations. Hence, at least part of an
and to reduce sensitivity to data collection disturbance in one increase in the LDF perfusion signal with increasjmg tra-
or several fibers, it is practical to fit diffuse reflectance data to ditionally attributed to sampling deeper more highly perfused
an analytic expressidrq. (3)], as mentioned previously. Us-  areas, could simply be related to a longsli, and, thus,
ing all three parametersy;, m,, andms, in describing the greater probability of interaction with moving scatterers. Fur-
R;, both the shapém, andmj;) and absolute magnituden,) ther, it is logical to assume that the probability of multiple
are considered. The best accuracy in predicphgbased on Doppler shifts and nonlinear homodyne effects increase with
m;, m,, and mg was seen if all nine simulated fibers were longer pathlengths. Thus, the slope of the perfusion is ex-
used in the data fitting. The KNN method was considered an pected to be somewhat underestimated for incregsing’ In
intuitive approach in findingT;, but required relatively high  a fixed fiber, at a distance relevant to L0p;=0.46 mn),
K values(3—10 to yield accurate estimates. Better estimates the perfusion estimate varied between 109 and 237(Big-
were found using a multiple polynomial regression model of ure 7), and increased linearly withl; (ranging from 1.75 to
the third degree. This waypT; based onm;, m,, and m 3.41 mm. It is evident that a compensation for this
became very accurai@verestimations up to 0.8p@and pre- pathlength-related perfusion variation could improve LDF ac-
cise(SD and rms error up to 5.5%The worst case range of  curacy.
pli/pl; was 0.86—1.1%fiber 6).
The accuracy and precision should be viewed in light of 5 Conclusion

the choice of optical parameters in the reference and valida- In this study, we have demonstrated the substantial variations

go?_ space(Tables 1 aﬂd E Wr:ere the p_arart?]ete(;_stm the v?“-th in pathlength traversed by individual photons through a turbid
ation space were chosen to maximize the distances 10 M€y g q,m - with optical properties relevant to human skin. We
nearest combinations of optical properties in the reference

i ; i “~ present a multiple polynomial regression method that, based
space. Thus, the accuracy listed earlier for the various predlc-p pe poy ¢

i : on spatially resolved diffuse reflectance, can predict the aver-
tion methods are expected to be the worst case scenarios.

. - " age pathlength as a function of source detector separatppn
All the aforementioned results are based on a fixed relation to 2 mm) with a rms error of about 5%. THé-nearest neigh-

between the_ isotropic_and thc_a anisotropic component of theé hor method was the other key approach investigated. It
phase function, but with varyingcose). The importance of  yiojgeq slightly less precise predictions with a rms error of
the phase function in determining the reflectance profile, de- approximately 7%. If no preprocessing was carried out on the

pends on the source detector separation, expressed in terms Qlfiectance data, the accuracy deteriorated, but the precision

pus .? For a high albedo andy¢> 10, the diffusion approxi-  yas essentially retained. Finally, the average pathlength as a
mation holds and the reflectance only dependg.g@and s . function of source detector separation was also predicted
The diffusion apprOXimation can be extended to smaller dis- based on the average of all simulated photon pathS, y|e|d|ng
tances, but only if the phase function is knofv@enerally,  gross overestimations and a rms error of up to almost 40%.

for separations in the rang@.5<pu <10, the reflectance  The results implicate that LDF perfusion estimates can be
depends on the first and second moment of the phase functiorimproved by assessing the pathlength. Other possible applica-
and for smaller distances on even higher moments of the tions are reflectance spectroscopy and pulse oximetry.

phase functioR.In our study, the range of optical properties is

wide in the sense that source-detector separations of 2 MMA cknowledgments

yield pu in the range 0.5-20. Since our model almost en- ;o study was supported by the European Commission
compasses all three regimes mentioned earlier, Monte Carlothrough the SMT4-CT97-2148 contract. Under this contract. a
simulations were chosen to determine the reflectance. Onecooperation runs between the Universities of Twente a’nd

limitation of this study is, that we did not consider other com- Groningen(the Netherlands Linkdping and Malnio(Swe-
binations of phase functions. To do this, however, the range of den, Toulouse(France, the companies Perimed ABSwe-
optical properties should be divided into smaller sets corre- der)' Moor Instrumenté and Oxford OptrontK), and the
sponding to thepu, regimes mentlczned earlier. ~Institute of Biocybernetics and Biomedical Engineering in
Ithas been proposed that, and ¢ should be measured in  \warsaw(Poland. Financial support was also received from

the diffusive region and the phase function at small the Swedish Heart Lung Foundation, Project No. 200141208
distances:” This and other studies have shown that limiting and MedComp AB, Sweden.

the separation reduces the estimation accufadyerefore,

there is a trade off between spatial resolution and the estima-
tion accuracy. Our results were obtained with a single layer
model. To predict the optical properties and, hence, the pho-
ton pathlength for a layered model, require_s sommprioﬁ p2=(p;+T cosa)?+ (r sina)?=cosa= ,
knowledge of the layer structure and the optical properties of 2pir

the layer$:%

Appendix A

2 2 2
—pi

From Figure 6, the need for correction of pathlength- ae[0m],
related variations in the LDF perfusion estimate is obvious. 2 2 o
While the true perfusion through the slab is kept constant, and o= cos ! P! T cosa —cos Y P tptor )
the optical properties are varied according to Tabléized 2pip
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Fig. 8 (Appendix A) Top: Detail of probe design, with four adjacent
fibers, including cladding. p;=distance from center of source fiber to
center of ith detector fiber, p; ,=distance from center of source fiber
to center of nth subpartition in ith detector fiber, p=radial distance
from center of source fiber to arbitrary point in the ith detector fiber,
r=core radius of fiber. Bottom: Ring-to-fiber weighting factor,
W(p; ), as a function of the distance to the center of the source fiber.

dA.=26pdp,

dA,=2mpdp,

... the weighting factorW(p), (see Figure 8for every p,
pi—Ir<p<p+r,is

dA; 1
W(p)=ga = 708"
T

p?+pz—r2)
2pip |’
Appendix B

1. Theith ring, representing thith fiber, was subdivided
into Ng subpartitions(Ng=11 was deemed most ad-

equate considering speed of computation and accyracy

and the number of photons detected within title sub-
partition, I (p; n), was determined.

2. W(p; n) was calculated for all subpartitions, and the

normalized weighting factor,
=W(p; n)/maxW(p;) was determined.

NW(pi,n)

3. A number of photons from each subpartition, equaling

NW(p; n)!:(pin), was randomly picked from the total

number of detected photons within each subpartition.
These photons were subsequently used to calculate

mean pathlength and Doppler frequencies.

4. Finally,  Ri=2.%,W(p; o)l (pi o)/ Nemitea
Nemitted™ NUMberof emitted photons.

where
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