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Abstract. The detection and trapping of single fluorescent molecules
in solution within a nanochannel is studied using numerical simula-
tions. As optical forces are insufficient for trapping molecules much
smaller than the optical wavelength, a means for sensing a molecule’s
position along the nanochannel and adjusting electrokinetic motion to
compensate diffusion is assessed. Fluorescence excitation is provided
by two adjacently focused laser beams containing temporally inter-
leaved laser pulses. Photon detection is time-gated, and the displace-
ment of the molecule from the middle of the two foci alters the count
rates collected in the two detection channels. An algorithm for feed-
back control of the electrokinetic motion in response to the timing of
photons, to reposition the molecule back toward the middle for trap-
ping and to rapidly reload the trap after a molecule photobleaches or
escapes, is evaluated. While accommodating the limited electroki-
netic speed and the finite latency of feedback imposed by experimen-
tal hardware, the algorithm is shown to be effective for trapping fast-
diffusing single-chromophore molecules within a micron-sized
confocal region. Studies show that there is an optimum laser power
for which loss of molecules from the trap due to either photobleach-
ing or shot-noise fluctuations is minimized. © 2010 Society of Photo-Optical
Instrumentation Engineers. �DOI: 10.1117/1.3477320�
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simulation; diffusion; photon counting.
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Introduction

single fluorescent molecule may be readily detected in a
onfocal microscope, but diffusion restricts the residence time
f the molecule within the probe volume and hence limits the
aximum observation time. This paper presents Monte Carlo

imulations of the detection and trapping of a single fluores-
ent biomolecule confined to a nanochannel by use of electro-
inetic motion for the countering of diffusion.

Enderlein first described the use of feedback to compen-
ate for diffusion to enhance observation capabilities for
ingle molecules.1 He proposed that confocal microscopy can
e used to track a fluorescent molecule across a spatial range
n a two-dimensional membrane. While this can also be done
ith wide-field microscopy, confocal microscopy typically
rovides improved signal-to-noise ratio �SNR� and allows for
bservation of subnanosecond timing of fluorescence events
y use of a single-photon avalanche diode �SPAD� or photo-
ultiplier �PM� detector and time-correlated single-photon

ounting. This technique also has the desirable property of
eing able to measure the fluorescence lifetime, but the SPAD
r PM detector provides no direct spatial information. How-
ver, a focused laser spot scanning in a circular pattern can be
sed to determine spatial information and thereby perform
racking of a molecule. The signal given by the detector will

ddress correspondence to Lloyd M. Davis, University of Tennessee Space In-
titute, Center for Laser Applications, Tullahoma, TN 37388. Tel: 931-393-7335;
ax: 931-393-7218; E-mail: ldavis@utsi.edu
ournal of Biomedical Optics 045006-
modulate in time according to the position of the molecule,
being more constant when the molecule is near the center of
the scanning circle and more intensely modulated as it is dis-
placed from this position. If polar coordinates are used, the
intensity of the modulation gives the radial coordinate r, and
the phase of the modulation provides the angular position �
�Ref. 1�. Feedback can then be used to control a piezoelectric
translator to track the molecule so that it remains near the
middle of the circular pattern.

The technique has been extended to tracking in three di-
mensions �3-D� by use of a scanning pattern that is also
modulated in the axial direction. Berglund and Mabuchi have
tracked individual fluorescent particles by use of a scanning
laser focus with single-photon excitation.2 Two-photon ex-
periments with similar scanning patterns have been performed
by the group of Gratton.3 There is clear interest in tracking
single molecules, particularly proteins within living cells.
Levi and Gratton have done work to this end with various
probes, including colloidal gold and quantum dots.4

Quantum dots have also been tracked in 3-D using another
technique.5,6 Collected fluorescence is split at a beamsplitter
and imaged onto two sets of two adjacent optical fibers, each
connected to a separate SPAD detector. The fibers collect light
from four points arranged in a tetrahedron to provide position
information in all three spatial dimensions. A piezoelectric
translation stage controlled by feedback then provides a
means for repositioning a single quantum dot to the middle of

1083-3668/2010/15�4�/045006/12/$25.00 © 2010 SPIE
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he four points. This technique has enabled tracking of par-
icles with a diffusion coefficient of �0.7 �m2 s−1.

In addition to tracking, many single-molecule studies
ould benefit from trapping. For example, it is possible to

ovalently bind a biomolecule of interest to a dielectric bead,
hich is held with magnetic7 or optical tweezers.8 Dielectric
eads as small as 20 nm have been optically trapped, and
agnetic beads are available in sizes down to a few hundred

anometers.9 In both cases, the effectiveness of trapping
cales with the cube of the size of the bead and a very high
agnetic field or laser power would be needed to trap a very

mall bead or biomolecule. Also, the covalent binding of a
iomolecule to a substrate or bead may impair its biological
ctivity or otherwise alter its behavior. Hence for studies of
ingle biomolecules, alternative means of trapping the mol-
cule are of interest.

Cohen and Moerner have developed the anti-Brownian
lectrophoretic �ABEL� trap, which uses feedback to trap a
olecule within a thin fluidic cell with four electrodes to con-

rol electrokinetic motion in two dimensions �2-D�.10–12 They
nitially used a CCD camera for the 2-D position determina-
ion. For faster temporal response and feedback, in later ex-
eriments, they employed the circular-scanning focused laser
pot technique. Four electrodes provide for the electrokinetic
ransport of the molecule in two dimensions, with the third
imension being confined by the walls of the fluidic device,
hich are separated by only �400 nm.

When a molecule in solution is confined to a thin volume
etween two planar interfaces for trapping in 2-D, it suffers a
igh rate of collisions with the surfaces �typically,
104 collisions /s, as indicated by our Monte Carlo simula-

ions�. For applications that can tolerate such disturbances, a
-D nanochannel trap should be equally useful but simpler to
mplement and control.13

There has been increasing interest in single-molecule trap-
ing in solution.14 Also, experiments on the confinement and
etection of single molecules within nanochannels have been
eported as early as 1997.15 More recently, there have been
apid developments in the capabilities for fabricating
anochannels in lab-on-a-chip devices for single-biomolecule
uorescence detection applications.16 Initial experiments on
ingle-molecule detection with actively controlled electroki-
etic transport of the solution within a nanochannel in a de-
ice fabricated from fused silica have been reported.13

aximum-likelihood data analysis strategies for sensing the
osition of a single molecule within a trap have also been
escribed.17

This paper discusses Monte Carlo computer simulations of
he successive delivery and 1-D trapping of single molecules
ithin a nanochannel. The simulations provide a means for
eveloping and testing algorithms that may be implemented in
oftware within a field-programmable gate array �FPGA�,
hich is a part of the hardware for controlling the electroki-
etic voltages of the single-molecule trap.13 The simulation
lso enables the robustness of the trap to be studied under
ifferent experimental conditions. The goal is to trap a mol-
cule in a nanochannel at detected photon count rates of
105 s−1 and to rapidly replace it with a new one following

hotobleaching or escape.
Monte Carlo simulations have been used for validating ex-

eriments and determining feasibility limits since the first re-
ournal of Biomedical Optics 045006-
ports on detection of single-chromophore molecules in
solution.18 The algorithms in early work simulated the number
of detected photons in fixed sequential time intervals and have
been used to study efficiency of detection,19 two-color coin-
cidence detection limits,20 and statistical noise in fluorescence
correlation spectroscopy.21 An algorithm for efficiently gener-
ating the time of arrival of each detected photon by use of
variable time intervals for the various physical processes was
later developed and used for detailed studies of fluorescence
correlation spectroscopy,22 including the effects of triplet
crossing and saturation.23 The Monte Carlo simulations pre-
sented in this paper use a similar algorithm with variable time
intervals for the excitation and photophysical processes to de-
termine the precise timing of each photon, which must be
known to implement trapping.

Section 2 presents details of the numerical modeling from
which the principles of the trapping procedure become evi-
dent. Section 2.1 explains the two-beam pulse-interleaved ex-
citation scheme and time-gated photon counting, which pro-
vide information about molecule position; Sec. 2.2 explains
the procedures for modeling Brownian diffusion and timed
adjustment of electrokinetic transport of molecules; Sec. 2.3
discusses the photophysical processes that molecules undergo
and how these are simulated to determine the precise timing
of events; Sec. 2.4 discusses photon detection, including pho-
todetector timing jitter, background, dead-time, and after-
pulses, as well as the recording of photon time-stamp data in
experimental format; and Sec. 2.5 presents the algorithm used
for trapping and the reloading of the trap following loss of
signal. Section 3 tabulates parameters and presents figures
that summarize the predicted behavior of the trap for different
experimental settings. Determination of statistical data from
the autocorrelation of the sequence of photons is explained,
and autocorrelation functions from simulations are compared
with those from previously reported experiments. Section 4
concludes with a summary of the major findings.

2 Numerical Modeling
2.1 Laser Excitation Profile and Time-Gated Photon

Collection
In order to determine the position of the molecule along the
nanochannel, a time-varying spatial pattern of laser irradiance
is used together with time-gated photon detection. The irradi-
ance pattern is formed by splitting the beam from a mode-
locked laser into two beams, which are then recombined at a
second beamsplitter and focused into the nanochannel at two
closely spaced points separated by an adjustable distance. The
mode-locked laser delivers picosecond pulses separated by
T=13.2 ns, and one of the two beams is delayed by T /2
=6.6 ns so that the excitation pulses at each focal spot alter-
nate in time, with 6.6 ns between the excitations.

The width and depth of the nanochannel �dy ,dz
�100 nm� are much smaller than the beam waist of each
laser spot ��0=0.5 �m�, and hence the irradiance is approxi-
mately constant through each cross section of the nanochan-
nel. The profiles for each laser spot are assumed to be Gauss-
ian along the length x of the nanochannel, and hence the total
irradiance from the series of laser pulses is given by
July/August 2010 � Vol. 15�4�2
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I�x,t� = I1�x,t� + I2�x,t� , �1�

here

I1�x,t� =
P̄

��0
2 exp�− 2�x − x1�2/�0

2��
k

��t − kT� , �2�

I2�x,t� =
P̄

��0
2 exp�− 2�x + x1�2/�0

2��
k

��t − kT − T/2� ,

�3�

re the irradiance profiles of the left and right laser foci, and

here P̄ is the combined mean power of both laser beams,
hich are equal, �0 is the beam waist of each beam, x1 is
ne-half of the separation between the two laser foci, and the
emporal profile of each picosecond laser pulse is represented
s ��t�. Ideally, the separation 2x1 is set to be equal to �0, as
his provides greatest slope of the irradiance from each laser
pot at the center of the trap and hence greatest sensitivity for
osition determination. With this beam separation, the total
ime-averaged irradiance from the two beams is approxi-

ately constant between x=−x1 and x1, as shown in Fig. 1.
his provides the advantage that the time-averaged excitation
f a trapped molecule remains constant as it diffuses within
he bounds of the trap.

Photon detection is time-gated into two channels. Each
hannel counts photons that fall within a 6.6-ns interval that
ollows one set of excitation pulses at one of the two laser
oci. Fluorescence photons generated by each laser focus gen-
rally fall into the time channel corresponding to that focus.
owever, if the fluorescence decay takes longer than 6.6 ns,

he released photon will be counted after the next laser pulse,
ausing the photon to be registered in the incorrect time chan-
el. Such events lead to cross talk and decreased precision in
he prediction of the molecule position. Also, the single-
hoton timing error of the SPAD detector may cause a photon
o be registered in the incorrect time channel. This is modeled
y adding a random number with a distribution that approxi-
ates the SPAD impulse response function to the arrival time

f each detected photon. In the results presented in Sec. 3, this

ig. 1 Irradiance profiles of each of the two laser beams, I1�x� and
2�x�, and the total irradiance �dotted-dashed line� experienced by a
olecule at a position x within the nanochannel.
ournal of Biomedical Optics 045006-
distribution is taken to be a Gaussian with a standard devia-
tion of �=127.4 ps and a mean shift of 3�, which closely
models the experimental distribution. Figure 2 shows the his-
tograms of the time delays between photon detection events
and the laser pulses generated by a simulation of trapping in
which the fluorescence lifetime is taken to be �F=3.0 ns. In
this case, the probability for assignment of a fluorescence
photon into the incorrect time channel is �0.1. The methods
for simulation of background and detector afterpulses are dis-
cussed in Sec. 2.4.

2.2 Molecular Transport
The numerical simulation considers individual molecules be-
ing transported on a one-dimensional grid along the long axis
of the nanochannel by Brownian diffusion and also by elec-
trokinetic flow due to the voltage applied across the length of
the nanochannel. The grid must be fine compared to the size
of the laser waist in order to accurately model the level of
excitation of molecules within the focused laser beams. For
the results of Sec. 3, the waist is �0=0.5 �m, and the grid
spacing is set to 	x=.01 �m. The simulation models a
nanochannel with a length of 20 �m, which corresponds to
2L+1=2001 grid points.

Electrokinetic flow along the nanochannel is modeled by
moving all molecules one grid space in the appropriate direc-
tion at appropriate times. If the flow velocity vF is constant,
then the moves occur at regular time intervals 	tF such that

vF	tF = 
 	x . �4�

However, if the flow is adjusted during trapping, then the time
and direction of the next flow step is reevaluated. For ex-
ample, if the flow velocity is changed from vF to vF� , at a time
t� following the last flow step, then the time until the next
flow step is 	tF� such that

vFt� + vF��	tF� − t�� = 
 	x . �5�

Fig. 2 Histograms of the timing delays �1024 channels at
12.89 ps/channel� between the pulsed laser excitation �beam 1, left�
and the detection of photons due to fluorescence from each beam
�blue and red curves�, background �green curve�, detector afterpulses
�purple curve�, and all combined �orange curve�, as collected during a
simulation of sequential single-molecule trapping for a total simulated
duration of 1000 s. �Color online only.�
July/August 2010 � Vol. 15�4�3
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During each move, if there are any molecules on the down-
tream end point of the grid, they will leave the simulation.
lso, for each move, molecules may enter the simulation onto

he upstream end point of the grid. To model this, note that
olecules enter at random with a probability for entry for

ach grid step due to flow equal to C0, the mean number of
olecules per grid point. Thus, following the start of the

imulation and whenever a molecule enters, a geometrically
istributed random number for a probability of success C0 is
etrieved �using the Intel Math Kernel Library routine
iRngGeometric� to find the number of flow steps until the
ext entry. The value of C0 is given by

C0 = 103NAC	xdydz, �6�

here NA is Avogadro’s number, C is the molar concentration
f molecules in solution, and dy ,dz are the width and depth of
he nanochannel, with all lengths expressed in meters. Typical
arameter values are C=100 pM and dy =dz=10−7 m, corre-
ponding to C0=6�10−6 molecules per grid point.

Brownian diffusion is independent of the electrokinetic
ow and is modeled by Fick’s second law of diffusion in one
imension:

��

�t
= D

�2x

�t2 � , �7�

here ��x�dx is the probability of finding a molecule within
x of x, and D is the diffusion coefficient. With the initial
ondition of a molecule starting at the origin at time t=0:

��x,t = 0� = ��x� , �8�

here ��x� is the Dirac delta function, the solution of Eq. �7�
s

��x,t�dx =
1

�2���t�
exp	 − x2

2�2�t�
dx , �9�

hich is a normalized Gaussian distribution with standard de-
iation

��t� = �2Dt . �10�

To model diffusion on a grid, molecules may hop to nearby
rid points at regular time intervals 	tD. The time step for
iffusion is chosen so that the standard deviation of the
aussian in Eq. �9� is one grid point, i.e., ��	tD�=	x, or

	tD = �	x�2/�2D� , �11�

here ��x ,	tD�dx=exp�−x2 /2�dx /�2�. At each time step
tD, each molecule within the simulation is moved j grid

paces, where j is a random integer. To choose the value of j
ith the appropriate Gaussian weighting, a 32-bit random
umber X uniformly distributed between 0 and 1 is retrieved
nd successively compared with the cumulative probability
alues P�j� listed in column 3 of Table 1, beginning at the
op, until it is found to be less than the value listed for the
orresponding value of j. For example, if X=0.6753, then the
alue of j is taken to be −1 because 0.62460.6753
ournal of Biomedical Optics 045006-
0.8664. The values in column 3 are given by the expres-
sions in column 2, where we define

E�a� =�
0

a

exp�− x2/2�dx/�2� , �12�

and the expressions are evaluated using the error function:

erf�x� = 2E��2x� . �13�

Note that the probability to diffuse by more than six grid
spaces is less than one part in 232, and hence for the 32-bit
random numbers used here, j is between −6 and 6.

When molecules hop to new grid points, there is a chance
that some may hop off the grid and leave the simulation, but
there is an equal possibility that new molecules may diffuse
onto the grid. This is accounted for as follows: For each dif-
fusion time step 	tD, the probability that a new molecule hops
onto a point k spaces from the end of the grid is

Pk = C0�E�6.5� − E�0.5 + k��, k = 0, . . . ,5. �14�

Note that this exactly balances the probability to leave the
grid. For example, if a molecule is at a point k=4 spaces from
the end of the grid, it can escape from the grid by hopping 5
or 6 spaces, with a probability �E�5.5�−E�4.5��+ �E�6.5�
−E�5.5��. The total probability per diffusion time step P that
a new molecule enters somewhere onto the grid from either
end is found by adding the probabilities to hop to a point that
is k=0 to 5 spaces from either of the ends. This is hence given
by

Table 1 Cumulative probabilities for diffusion.

j P�j� expression P�j� value

0 2E�0.5� 0.382924922548026

1 E�0.5�+E�1.5� 0.624655260005155

−1 2E�1.5� 0.866385597462284

2 E�1.5�+E�2.5� 0.926983133405366

−2 2E�2.5� 0.987580669348448

3 E�2.5�+E�3.5� 0.993557705595188

−3 2E�3.5� 0.999534741841929

4 E�3.5�+ �4.5� 0.999763973247840

−4 2E�4.5� 0.999993204653751

5 E�4.5�+E�5.5� 0.999996583337313

−5 2E�5.5� 0.999999962020875

6 E�5.5�+E�6.5� 0.999999980970278

−6 2E�6.5� 0.999999999919680
July/August 2010 � Vol. 15�4�4
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P = 2�
k=0

5

Pk = 2C0	6E�6.5� − �
k=0

5

E�0.5 + k�

= 0.763540130047191C0. �15�

ecause molecules enter onto the grid at random at a rate
qual to P /	tD, at the start of the simulation and whenever a
ew molecule enters by diffusion, a geometrically distributed
andom number for a probability of a success P is retrieved to
etermine the number of diffusion time steps until the next
ntry. Also, a 32-bit uniform random number X is retrieved
nd compared successively to the cumulative probabilities Ql
isted in Table 2 to determine the position l on the grid at
hich the molecule will enter.

Note that molecules may enter or leave the simulation
rom either end of the grid, but when the trap is operating,
hey are more likely to enter from the left �l=−L=−1000, or
=−1000	x� and leave from the right, because when there is
o fluorescence signal from molecules within the focused la-
er beams, the electrokinetic flow is set to a maximum so as to
ransport molecules in from the left side and out from the
ight side.

Experiments in our lab13 have found that diffusion of fluo-
escent dye molecules in a nanochannel fabricated from fused
ilica is slowed by a factor of �50, in agreement with the
bservations of Lyon and Nie.15 However, it is likely that this
s due to sticking of molecules to the nanochannel walls and
hat avoidance of sticking by surface treatment or other means
ill restore the free solution diffusion. Hence, to assess the

apability for trapping molecules that do not stick, for the
imulation results presented in Sec. 3, the diffusion coefficient
s taken to be D=2.2�10−6 cm2 s−1 �with corresponding
tD=0.45 �s�, which is that of a small fluorescent dye mol-

Table 2 Cumulative probabilities for new entry positions.

Ql expression Ql value

L Q0=P0/P 0.404066599711270

QL=Q0+P0/P 0.808133199422541

−L Q1=QL+P1/P 0.895625174513805

−1 QL−1=Q1+P1/P 0.983117149605069

−L Q2=QL−1+P2/P 0.991249444832068

−2 QL−2=Q2+P2/P 0.999381740059067

−L Q3=QL−2+P3/P 0.999686395503419

−3 QL−3=Q3+P3/P 0.999991050947771

−L Q4=QL−3+P4/P 0.999995500604795

−4 QL−4=Q4+P4/P 0.999999950261819

−L Q5=QL−4+P5/P 0.999999975130910

−5 QL−5=Q5+P5/P 1.000000000000000

ote: 2L+1=2001 is the number of grid points.
ournal of Biomedical Optics 045006-
ecule with a hydrodynamic radius of �1 nm freely diffusing
in solution.24 As expected, trapping is easier to achieve for
smaller values of D.

2.3 Photophysics
As shown in Fig. 3, when irradiated, a molecule can become
excited from the ground state S0 to the S1 manifold, and from
here, it may follow four possible paths. It may �i� decay back
to the ground state without the detection of a fluorescence
photon, with probability P�i� �due either to nonradiative decay
or fluorescence emission of a photon that is not detected�; or
�ii� decay back to the ground state with the detection of a
fluorescence photon, with probability P�ii�; or �iii� cross to the
triplet manifold T1 before decaying back to the ground state,
with probability P�iii�; or �iv� undergo irreversible pho-
tobleaching and be removed from subsequent photophysical
transitions, with probability P�iv�. For �i� and �ii�, relaxation
back to the ground state occurs after a random time with an
exponential distribution and mean equal to the fluorescence
lifetime �� f �3.0 ns�, whereas for �iii�, the mean is equal to
the phosphorescence lifetime ��p�1 �s�. The timing of ex-
citation events, the pathway taken after excitation, and the
time taken for relaxation to the ground state and possible pho-
ton detection are all stochastic processes that are modeled
using Monte Carlo methods.

For trapping, the position determination of the molecule is
dependent on the timing of photon detection events, which in
turn is dependent on the timing of molecular excitation
events. Two different methods have been used in the simula-
tion to model the timing of molecular excitations. In the first,
for each laser pulse �i.e., for each time step of T /2=6.6 ns�, a
uniform random number is retrieved and compared to the
probability for excitation per laser pulse for that beam to de-
termine whether that pulse causes excitation. In the second,
the waiting time until the next excitation is found as follows:
Geometrically distributed random numbers for probabilities of
success equal to the probabilities of excitation per laser pulse
for each of the two beams are retrieved to find the times at
which each beam would next give excitation, and the earlier
event is then chosen. However, if the molecule moves due to
diffusion or flow before excitation occurs, then new geometri-
cally distributed random numbers are retrieved for the excita-
tion probabilities per pulse appropriate for the new location of
the molecule. We find that the second method generates re-
sults that are the same as the first but is computationally much

Fig. 3 Jablonski diagram for the decay possibilities of the molecule. S0
is the singlet ground state, S1 is the singlet excited state, and T1 is the
triplet state.
July/August 2010 � Vol. 15�4�5
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aster, as may be expected because the mean time between
xcitation events is long compared to the interval between
aser pulses T /2=6.6 ns, yet short compared to 	tF and 	tD.

For either method of simulating excitation, a molecule at
osition x has a rate of excitation from each of the two beams
b=1,2� given by

kb�x,t� = �aIb�x,t�/E�, �16�

here �a is the absorption cross section, E� is the photon
nergy, and Ib�x , t� is given by Eq. �2� and �3�. The probabil-
ty for excitation for each laser pulse is thus P1

E�x�
k1�x ,0�T and P2

E�x�=k2�x ,T /2�T for beams 1 and 2. The
alues of these probabilities for each grid point may be stored
n lookup tables. For the first method, these are then used for
omparison with uniform random numbers to determine
hether excitation occurs for each laser pulse. For the second
ethod, these are then used to retrieve geometrically distrib-

ted random numbers for these probabilities of success to
etermine when the next excitation would occur. For the re-
ults presented in Sec. 3, parameter values are �a=2

10−16 cm2 �corresponding to a fluorophore such as Alexa

10�, E�=3.3�10−19 J, and a total laser power of P̄
30 �W, so that the total mean excitation rate for a trapped
olecule is k1�0,0�+k2�0,T /2��2.8�106 s−1.
Once a molecule is excited, a uniform random number X is

etrieved and successively compared to the summed values of
he probabilities for the four possible relaxation pathways,
hich are listed in Table 3. If X P�i�, relaxation is by path-
ay �i�; otherwise, if X P�i�+ P�ii�, relaxation is by pathway

ii�; otherwise, if X P�i�+ P�ii�+ P�iii�, relaxation is by path-
ay �iii�; otherwise, relaxation is by pathway �iv�.

The most likely pathway is �i� decay to the ground state
ithout detection of a fluorescence photon, which occurs with
probability of P�i�=1− P�ii�− P�iii�− P�iv� �typically, �0.95�.
his is the sum of the probability for nonradiative decay from

1 and radiative decay with missed photon detection. The sec-
nd most likely pathway is �ii� decay to the ground state with
etection of a fluorescence photon. For a well-designed
ingle-molecule microscope and for the results presented in
ec. 3, P�ii�=0.05, and in practice, it is determined by the
roduct of the fluorophore quantum efficiency ��0.8�, the
uorescence collection efficiency of the microscope objective
�0.20�; the transmission of the spectral filter, objective lens,
nd other optical components ��0.5�; and the photon detec-

Table 3 Relaxation pathway probabilities.

ath Mechanism Probability

Singlet decay
without photon
detection

P�i�=1−P�ii�
−P�iii�−P�iv�

i Singlet decay with
photon detection

P�ii�=0.05

ii Triplet crossing P�iii�=10−3

v Photobleaching P�iv�=10−5
ournal of Biomedical Optics 045006-
tion efficiency of the SPAD detector ��0.65�. The third most
likely pathway is �iii� crossing to the triplet manifold, which
is taken to be P�iii�=10−3, and the least likely pathway is �iv�
photobleaching, which is taken to be P�iv�=10−5. These last
two values are typical parameters for fluorophores commonly
used in single-molecule experiments.25 For the preceding
probabilities and a mean excitation rate of 2.8�106 s−1, the
expected photon count rate is 1.4�105 s−1, and the mean
time before photobleaching is �35 ms.

2.4 Photon Detection
The desired outcome of molecular excitation is photon detec-
tion, which occurs in relaxation pathway �ii�. Whenever path-
way �i� or �ii� is chosen, a random number with exponential
distribution with mean equal to the fluorescence lifetime �F is
retrieved to find the time of decay of the molecule, as dis-
cussed in the first paragraph of Sec. 2.3. For pathway �ii�, the
detection time of the photon is then found by adding another
random number with a Gaussian distribution �with standard
deviation of �=127.4 ps and a mean of 3�, in order to model
the timing jitter of the SPAD and the setting of the time gate
of the detection electronics of the apparatus of Ref. 13�, as
discussed at the end of Sec. 2.1 and in Fig. 2.

In addition to fluorescence photons, there are background
photons due to detector dark noise �d=50 photons s−1� and
scattered light that passes through the filters �s
=50 photons �W−1 s−1�. In the results presented in Sec. 3,

the total background count rate is taken to be B=sP̄+d,

which gives 500 photons s−1 for P̄=30 �W, and background
is assumed to be random with Poissonian statistics. Hence, to
simulate background, the stochastic time of occurrence of the
next background photon is determined by retrieving an expo-
nentially distributed random number with a mean equal to the
reciprocal of the background count rate.

Whenever the simulation finds the time of occurrence for
�1� the next background photon, �2� the next flow time step,
�3� the next resetting of the flow direction during trapping, �4�
the next diffusion time step, or �5� the next photophysics
event for any of the molecules in the simulation �possible
excitation, decay without photon detection, or decay with
photon detection�, it then finds the process with the minimum
time �using the Intel Math Kernel Library routine idamin�.
The simulation proceeds with whatever process occurs first
and then generates the time for the next occurrence of that
process. In this way, independent processes are synchronized.

Whenever a photon is detected �either background or fluo-
rescence�, its time of arrival is determined by recording the
total number of laser pulses �with period T /2� since the be-
ginning of the experiment. This time-stamp tsi, or laser-pulse
count at the time of detection of the i’th photon, which is
stored as a 32-bit unsigned integer for compatibility with the
analysis routines for the experiments of Ref. 13, is either even
or odd, depending on whether the photon detection follows a
laser pulse to the left or right of the center of the trap. Thus,
time-gated photon detection may be achieved by sorting pho-
tons based on the value of the least significant bit of the time-
stamp.

Note also that the SPAD detector has a dead time of
�40 ns, during which it is unresponsive. This is modeled by
July/August 2010 � Vol. 15�4�6
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gnoring a photon if it follows another by less than the SPAD
ead time. Also, for each photon detected, there is a 0.5%
robability that the SPAD detector will experience an after-
ulse, in which case, another photon detection event will oc-
ur a random time later with an exponential distribution with
mean of �100 ns �Ref. 26�. These processes are also in-

luded in the simulation and affect the shape of the autocor-
elation function for small delays, but they have been found to
ot significantly affect the performance of the trapping for the
arameters of Sec. 3.

.5 Trapping

ach time a photon is detected, a routine is entered for adjust-
ent of the electrokinetic flow in order to achieve rapid de-

ivery and trapping of individual molecules. A significant pur-
ose of the simulation is to evaluate the effectiveness of the
lgorithm used by this routine when subject to restrictions
mposed by the experimental hardware. The main constraint is
hat the maximum electrokinetic flow speed is limited, and for

ost of the results of Sec. 3, it is taken to be vF
max

2 �m /ms, which corresponds to 	tF=5 �s. In the appara-
us of Ref. 13, it is possible to apply a potential of 10 V
cross a 200-�m-long nanochannel to achieve a field of 5

104 V /m, whereas electrokinetic speeds of single mol-
cules in capillaries are estimated to be in the range of
to 6 �m /ms for similar fields.27 In the 2-D, ABEL trap, a
aximum electrokinetic speed of 3 �m /ms has been re-

orted. Also, another potential constraint is that there is a
elay or latency for adjustment of the flow due to the response
ime of the FPGA electronics and the switching time of the
oltage applied to the nanochannel. For the apparatus of Ref.
3, the latency is 	tL=6 �s, which is comparable to 	tF, and
s expected, this has been found to not significantly affect
rapping. Nevertheless, to study the effects of latency, when-
ver the algorithm makes an adjustment to the flow velocity
and hence to the flow time step 	tF�, the change is scheduled
o occur with a time delay of 	tL. As presented in Sec. 3, the
erformance of the trap degrades significantly if the latency is
ncreased beyond �100 �s. The algorithm makes adjust-
ents to the flow velocity, and hence the time of the next flow

tep based on the values of the time-stamps tsi of the last N
etected photons. For the results of Sec. 3, we have taken N
6, in accord with the experiments of Ref. 13. Figure 4 shows
flowchart of the algorithm, which is explained in the follow-

ng. A similar algorithm is programmed into the FPGA used in
he experiments of Ref. 13, but in this case, the latency is not
dded in the algorithm, as it is already present in the electron-
cs.

Before a molecule is transported into the laser foci so as to
mit fluorescence photons, only background photons are de-
ected. At this time, the electrokinetic flow is set to the maxi-

um value vF
max until the observed fluorescence signal is

ound to be above the background level. To make this deter-
ination with fast response, the difference between the last

hoton time-stamp and the one just two photons earlier must
e shorter than a preset threshold time th, i.e.,
ournal of Biomedical Optics 045006-
tsi − tsi−2  th, �17�

where the threshold time is taken to be th=1 / �5BT�
=30,303, corresponding to a count rate of 2.5 times the back-
ground level. Although in principle it would be possible to use
a longer threshold time, it is found that small variations of the
threshold produce no perceptible difference in the perfor-
mance of the trapping. Also, in experiments, the background
may not be known accurately or may vary, and hence a lower
threshold time is more suitable.

Once the photon signal is above the background level, it is
assumed that a molecule has been transported into the detec-
tion zone, so after the latency delay 	tL, the flow is adjusted
to zero. Then, after N−3 more photons are detected and after
the latency delay 	tL, the flow is adjusted to a value depen-
dent on the numbers of the last N photons that are from each
of the two laser beams. As before, each photon time-stamp is
odd or even depending on whether the photon is more likely
to originate from fluorescence excitation from the left or right
laser focus. If more of the last N photons have an odd �even�
time-stamp, the molecule is assumed to be to the left �right� of
the center of the trap, and the algorithm then schedules the
flow to be to the right �left� with the maximum flow speed
vF

max. If the numbers of odd and even time-stamps are equal,
the algorithm then schedules the flow to be zero. The flow
velocity is maintained until after the next scheduled change,
which occurs 	tL after the next detected photon. For a fluo-
rescence count rate of �105 photons /s, the mean time be-
tween photons is �10 �s, and in this time, the molecule will
be moved by flow only �0.02 �m and so should remain

Fig. 4 Flowchart of the trapping algorithm.
July/August 2010 � Vol. 15�4�7
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ithin the trapping region, which is �0.5 �m �2x1� in length.
lso, during initial entry of a molecule into the trap, the flow

s set to zero until a time 	tL after N−3 more photons are
ccumulated. The mean time for detection of N−3 photons is
10�N−3� �s, and in this time, the root-mean-square dis-

ance that a molecule diffuses is �0.2�N−3�1/2 �m, or
0.36 �m, so it is unlikely that the molecule diffuses

hrough the trapping region in this time. Also, triplet blinking
oes not significantly increase the chances of escape from the
rap, as the triplet decay time ��1 �s� is shorter than the
ean time between photons ��10 �s�. If escape from the

rap occurs due to statistical fluctuations, it is most likely due
o a series of incorrect estimates for the direction of applied
lectrokinetic flow.

If the signal level decreases to the level of the background
o that the condition in Eq. �17� is not true, then it is likely
hat that the molecule has bleached or has escaped from the
rap, but it is also possible that this may occur due to statisti-
al fluctuations. To avoid ejecting a molecule from the trap
ecause of such fluctuations, the flow velocity is set to zero,
nd the condition in Eq. �17� must be false S=5 times in
uccession before the algorithm steps out of the trapping loop
nd sets vF=vF

max until the next molecule is loaded into the
rap. The inclusion of this period of time with flow velocity
et to zero following loss of signal and of multiple testing
efore reloading is found to reduce the probability for escape
nd to provide an opportunity for recapture if there is escape
as discussed with Fig. 5�.

Results and Discussion
able 4 summarizes the typical values of the parameters used

n the simulations presented in this section. A simulation of a
000-s experiment, including collation of statistical and diag-
ostic information, executes within �120 s on a 2.3-GHz
ual-Core Pentium PC. Thus, repeated execution of the pro-

ig. 5 Example of the total photon count rate R�t� �first plot, red�, and
olecule trajectories x�t� �second plot�; �position given in units of grid

paces, 	x=0.01 �m� during a simulation of trapping using param-
ters in Table 4. A small section of the trajectory data is expanded in
he inset. The red dashed lines indicate the centers of the laser foci
x= ±0.25 �m�. The lower plot in the inset shows the changes to the
ow direction imposed by the trapping algorithm during the same
ime. �Color online only.�
ournal of Biomedical Optics 045006-
gram allows one to optimize experimentally adjustable pa-
rameters such as the laser power, to easily modify experimen-
tally fixed parameters to study limitations imposed by
processes such as detector dead time, background, pho-
tobleaching, triplet kinetics, and control latency, and also to
view information that would not be readily available in an
experiment, such as the trajectory and photophysical state of
each molecule.

Figure 5 presents an example of the photon count rate R�t�
and the positions x�t� of molecules during operation of the
trapping algorithm with parameters from Table 4, during a
0.3-s interval from time t=104.2 s to 104.5 s. The count rate
shown in the figure is updated with each detected photon
time-stamp but is averaged over only the last N=6 detected
photons: R�tsi�=N / ��T /2��tsi− tsi−N��. Hence, it exhibits
considerable statistical fluctuations and so is plotted on a
semilogarithmic scale. During the selected 0.3-s interval, in-
dividual molecules are brought into the detection volume by
the electrokinetic flow and are trapped, but in this particular
slice of data, several unusual occurrences are also seen. After
the first molecule �in Fig. 5� is carried in by flow, the count
rate increases to �105 s−1, and the molecule is trapped. Then,
the count rate suddenly dips and the signal falls below thresh-
old, i.e., Eq. �17� fails, as the molecule escapes the trap �data
shown within black rectangles in Fig. 5�.

The inset in Fig. 5 shows an expansion of the trajectory
data around this time of escape. The red dashed lines are the
positions of the centers of the two laser foci, between which
the molecule is to be trapped. The direction of the electroki-

Table 4 Simulation parameters.

Parameter Value

Laser power P̄ 30 �W

Beam waist �0 0.5 �m

Laser foci separation 2x1 0.5 �m

Laser wavelength � 610 nm

Laser pulse spacing T/2 6.6 ns

Absorption cross section �a 2�10−16 cm2

Fluorescence lifetime �f 3.0 ns

Triplet lifetime �p 1.0 �s

Grid resolution 	x 0.01 �m

Grid length 2L	x 20 �m

Diffusion coefficient D 220 �m2/s

Maximum speed �F
max 2.0 �m/ms

Background count rate B 500/s

Concentration C 100 pM

Feedback latency 	tL 6 �s
July/August 2010 � Vol. 15�4�8
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etic flow, which is determined by the trapping algorithm
rom the difference in the numbers of the last N=6 photons
hat have odd and even time-stamps, is also shown in the
nset. Note that at the time of escape, the flow is set in the
ncorrect direction. After the escape, the flow is set to zero
nd the molecule fortunately diffuses back into the excitation
egion and is trapped once again, as the algorithm reactivates
witching of the flow direction in response to the difference in
dd and even photon time-stamps. By comparing the two
lots in the inset, one can see how the flow is adjusted to
ecenter the molecule, albeit with considerable error due to
he shot noise from the low number of photons used for analy-
is. For example, near the end of the data in the inset, the
olecule position is x�+40	x and the flow velocity is
ostly vF=−vF

max, which is in the correct direction to bring
he molecule back to the center. However, during simulations
f experiments of 1000-s duration, due to shot noise, the frac-
ion of the time that the electrokinetic velocity is in the incor-
ect direction is found to be �0.25. Also, molecules often
ass beyond the region between the centers of the two laser
oci, and the fraction of molecules that permanently escape
he trap and leave the simulation before photobleaching is
ound to be �0.17.

In the second plot of Fig. 5, it is shown that the first mol-
cule photobleaches at the point where the green line changes
o orange. Soon after this point, the flow is switched to zero
nd the photobleached molecule diffuses freely for a brief
ime, but the count rate does not recover and hence the algo-
ithm then switches the flow velocity to vF=+vF

max, so the
hotobleached molecule is transported in the positive direc-
ion out of the simulation. Approximately 0.1 s later, a second
olecule, shown by a light blue trajectory, is transported by

he flow into the detection volume and is subsequently
rapped. While the flow direction is alternating to hold this

olecule trapped, a third molecule, shown by a purple trajec-
ory, diffuses into the simulation volume. By chance, at t

104.47 s, this diffuses into the laser foci, and the count rate
pproximately doubles �although this is difficult to discern on
he logarithmic scale�. The algorithm responds to the counts
rom both molecules but cannot keep two independently dif-
using molecules at the center of the trap. By chance, the third
olecule diffuses away, and the second molecule remains

rapped for a short while later, and then it too escapes from
he trap and diffuses away.

The study of simulated trajectory data such as that in Fig.
can provide insight on the effectiveness and/or the causes of

ailings of the trapping algorithm and thereby lead to more
omplicated algorithms with improved performance. Experi-
ents cannot provide such detailed data, but they do provide

tatistical information about the trap performance from the
ormalized autocorrelation function g��� of the stream of de-
ected photons.13 The amplitude and width of this function
rovide information about the mean number and residency
ime of molecules within the detection volume. The ampli-
udes, widths, shapes, and trends of the autocorrelation func-
ions from the experimental runs presented in Ref. 13 are
onsistent with those generated by simulations, as presented
n the following.

Figure 6 presents g��� for simulated experiments of
000-s duration with parameters given in Table 4 but with
ournal of Biomedical Optics 045006-
different latency delays of the feedback for the trap, decreas-
ing down to 	tL=6�10−6 s, which is that of the electronics
used in Ref. 13. Also shown are the plots of g��� for the cases
of no trapping with �1� free diffusion, and �2� a constant elec-
trokinetic flow at vF=+vF

max. The change in shape and de-
crease in the width of g��� between these two curves are
consistent with the experimental results shown in Figs. 14 and
15 of Ref. 13. For all these plots, g��� is obtained directly
from the sequence of time-stamps of detected photons by use
of a separate software correlator program written in
LabView,22 which is also used in the analysis of experimental
data. For a latency delay of 	tL=1�10−2 s, the autocorrela-
tion function is almost identical to that of the constant flow
case, meaning that the trapping behavior is completely bro-
ken. On the other hand, for a latency of 	tL=6�10−6 s, the
width of the autocorrelation is extended beyond that of free
diffusion, out to a width of about 35 ms, the mean time before
photobleaching calculated at the end of Sec. 2.3, indicating
that the trap is working. For a latency of 	tL=6�10−5 s, the
autocorrelation is almost the same, but when the latency is
increased to 	tL=6�10−4 s, the trap begins to fail, as the
autocorrelation now contains both the trapped and constant
flow components. There is also a fluctuation at a delay time of
�6�10−4 s, due to molecules being driven out and then back
into the detection volume by the electrokinetic flow.

For all the plots in Fig. 6, there is structure for time delays
less than �10−6 s, also seen in experimental g���, due to
detector dead time and afterpulses. If the values for these
parameters are altered in simulations, the structure also
changes. Beyond these features, at a time delay of �10−5 s,

the amplitude of the shoulder gives an indication of N̄, the
mean number of molecules within the detection volume dur-
ing the course of the simulated experiment. In the fluores-
cence correlation spectroscopy �FCS� literature, the amplitude

is usually taken to be inversely proportional to N̄, although it
is also proportional to �1−B /S�2, where S /B is the signal-
to-background ratio.22 One would normally expect the ampli-

tudes for free diffusion and constant flow to be the same, as N̄
is the same �as C0 molecules per grid point given in Eq. �6� is

the same�. However, for free diffusion, N̄ has large fluctua-
tions due to molecular shot noise, even for a run time of
1000 s. If the simulation is run with different random number

Fig. 6 Autocorrelation functions for a laser power of P̄=30 �W for
free diffusion �D, blue� and for constant electrokinetic flow �F, green�
and for trapping for a range of values for the feedback latency from
1�10−2 s to 6�10−6 s. �Color online only.�
July/August 2010 � Vol. 15�4�9
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eeds, the number of photon bursts from single molecules and
he amplitude of g��� varies considerably from run to run
13.2, 17.8, 23.9, 18.3, 20.1, …�. This is not the case for flow
r trapping, as the number of molecules that pass through the
olume is much larger, so the molecular shot noise becomes
egligible. Also, for free diffusion, triplet crossing and pho-
obleaching reduce the signal-to-background ratio, and this
educes the amplitude of the autocorrelation function. All of
hese features can be easily observed by running the simula-
ion with different parameters, and they explain why the am-
litude for flow is greater than that of the one plot shown for
iffusion. In contrast, when the trap is operating, the reduction
n the amplitude of g��� from that of constant flow is found to

e because trapping effectively increases N̄. The occupancy N̄
ncreases, because soon after each molecule photobleaches or
scapes from the detection volume, the flow is switched to
uickly bring in the next molecule. A similar increase in width
nd reduction in amplitude of g��� when the trap is turned on
s observed in experiments reported in Fig. 17 of Ref. 13. The
imulations provide supporting evidence that the changes seen
n the experiments are due to effective trapping and rapid
eplacement of molecules, which effectively increases the
ean molecular occupancy within the confocal probe region.
Figure 7 presents g��� obtained from a study of the effects

f laser power on the trapping. For reference, plots corre-
ponding to no trapping with free diffusion and with a con-
tant electrokinetic flow are also included. It is found that
here is an optimum laser power of �30 �W �plot shown in
ed�, which produces the longest mean residence time �great-

st width of g���� and the largest molecular occupancy N̄
smallest amplitude of g����. This is about the same value of
aser power that was found to be optimal for the experiments
resented in Ref. 13. If the laser power is adjusted between
20 �W and �40 �W, the performance of the trap deterio-

ates only slightly from that at 30 �W. However, as the laser
ower is increased beyond �40 �W, photobleaching be-
omes more significant, so the mean residence time and the
olecular occupancy are decreased �width of g��� decreases

nd amplitude increases�. Similarly, as the laser power is de-
reased below �20 �W, the rate of fluorescence photons
alls, shot noise becomes more significant, more molecules

ig. 7 Autocorrelation functions for free diffusion �D, blue� and for
onstant electrokinetic flow �F, green�, each at a laser power of P̄
30 �W, and for trapping for a range of laser powers from
�W to 100 �W, all with feedback latency of 6�10−6 s. The inset

hows the mean number of molecules per grid point �	x=0.01 �m�
nder the same conditions. �Color online only.�
ournal of Biomedical Optics 045006-1
escape due to shot noise fluctuations, and the mean residence
time and the molecular occupancy are decreased.

As the laser power is adjusted, in addition to the changes
in the experimentally measureable autocorrelation, the inset of
Fig. 7 shows that there are changes in the mean concentration
of molecules in the detection volume. This would be difficult
to directly measure experimentally but is easily obtained in
the simulation by accumulating a histogram of molecular po-
sitions for each diffusion time step 	tD. For constant flow, the
concentration profile is constant at a value of C0=6�10−6

molecules per grid point, whereas for diffusion, the profile
exhibits molecular shot noise and varies spatially and from
run to run around this value. When the trap is operating, the
concentration profile has a peak at the origin, which is clearly
visible in the graph. Note that the laser power of 30 �W
produces the tightest and tallest profile, with a peak of �7
�10−4 molecules per grid point, which is equivalent to a
concentration increase by over a factor of 100.

Some statistical data from the latency and laser power
studies of Figs. 6 and 7 are shown in Fig. 8. In the simulation,
one can follow each molecule individually to gather statistical
information, such as the number of fluorescence photons that
are detected from that molecule and the time between entry
and exit from the detection volume. Figure 8 plots the mean
occupancy time and the mean number of photons collected
from each molecule against the laser power or the latency.
This figure demonstrates again that a power of 30 �W pro-
vides the longest occupancy time. Higher laser powers result
in collection of a similar number of photons, but within a
shorter occupancy time, due to faster photobleaching. The fig-
ure also demonstrates that for a laser power of 30 �W, the
trapping is effective if the latency is below �1�10−4 s. In
comparison, the mean time for acquisition of N=6 photons
required by the algorithm is �4.3�10−5 s, and the mean
time to diffuse out of the detection region is �6�10−4 s.

A study of the effects of power imbalance between the two
laser beams was conducted using simulations. If there is a
power imbalance of between about +20% �i.e., 12 �W and
18 �W� and −5% �i.e., 15.75 �W and 14.25 �W�, the trap-

Fig. 8 Effect of laser power and latency of feedback on the trapping
performance. The red curves show the mean number of photons de-
tected �photons� before the molecule photobleaches or escapes versus
latency �solid line, bottom scale� and versus power P̄ �dashed line, top
scale�. The blue curves show the mean time that a molecule remains
in the trap �trap occupancy time� versus latency �solid line� and power
�dashed line�. �Color online only.�
July/August 2010 � Vol. 15�4�0
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ing is still effective in that the autocorrelation function and
he statistics of the trapping time remain the same, but the
enter of the trap shifts slightly, as may be seen in the con-
entration profiles in Fig. 9. However, if the imbalance is
igher, molecules escape from the low power end, and the
rap is less effective. If a molecule escapes to the left, the
rapping algorithm switches on the flow to reload the trap, and
he molecule is brought back to the center and retrapped.
ence, an improvement in trapping statistics is found if the
ownstream laser beam has slightly higher power.

As discussed at the end of Sec. 2.1 �Fig. 2�, good trapping
epends on effective time-gated photon detection, and one
xpects temporal cross talk to increase and the trapping to
ecome poor if the fluorescence lifetime of the molecule is
ong compared to the 6.6-ns interval between laser pulses.
his is indeed the case, as seen in Fig. 10, which shows the
ean number of photons and the mean trapping time per mol-

cule as a function of fluorescence lifetime, and also the frac-
ion of photons that have incorrect timing �odd time-stamp
nstead of even, or vice versa� as a function of fluorescence
ifetime. The trapping performance deteriorates if the fluores-
ence lifetime is longer than about 3 ns. Also, simulations
ave verified the experimental finding that good trapping is
ependent on correct timing delays �cable lengths�—i.e., the
ean shift of 3� discussed at the end of Sec. 2.1 must be

orrectly set within the range of about −0.5 ns to +1.0 ns, as
een in the inset of Fig. 10, which is for a fluorescence life-
ime of 3 ns.

Simulations indicate that the trapping is predicted to be
ffective for a wide range of sample concentrations from
1 pM up to �0.1 nM, but as the concentration increases,

rapped molecules are increasingly displaced by others that
iffuse into the trap, as described with Fig. 5 �see top figure
abeled “two molecules in trap”�. This is especially the case
or concentrations �1 nM or if photostability is improved. In
n experiment that uses a concentration �1 nM, it would be
ifficult to determine whether extended photon bursts are due
o trapping of single molecules with enhanced photostability
r to trapping of a series of molecules in succession. Also, as
entioned at the end of Sec. 2.2, simulations find that for a

ig. 9 Time-averaged concentration profile of trapped molecules or
he mean number of molecules per grid point �	x=0.01 �m� for dif-
erent values of laser powers ��W� of the two beams. The inset shows
he irradiance profile for a +20% power imbalance, i.e., 12 �W and
8 �W.
ournal of Biomedical Optics 045006-1
smaller value of diffusion D, trapping is more easily achieved,
i.e., parameters such as the fluorescence lifetime or timing
delay may be varied over a wider range while still maintain-
ing effective trapping.

The simulation results presented so far have assumed that
an electrokinetic flow of vF

max=2 �m /ms is achieved for the
maximum applied voltage. This value was varied to study the
predicted effectiveness of the trap for molecules with different
electrokinetic mobilities. The autocorrelation width, which
measures the mean residence time of molecules in the trap,
remains about the same for values of vF

max from
1 to 3 �m /ms, while the amplitude decreases with vF

max, as
might be expected for faster reloading of the trap, which in-
creases the mean occupancy of the trap. However, for vF

max

=0.5 �m /ms or lower, the autocorrelation width decreases as
escape from the trap increases. The same applies also for
vF

max=4 �m /ms or higher, due to overcompensation of
Brownian diffusion, and in this case, improved performance
might be expected from a more sophisticated trapping algo-
rithm that applies corrective voltages for limited time dura-
tions, so that molecules are not transported out of the trap in
the time between photons.

4 Conclusions
The results show that single-molecule trapping in a nanochan-
nel by control of electrokinetic flow to counteract Brownian
diffusion is feasible for an experimental setup. A simple con-
trol algorithm that uses the timing of detected photons to de-
termine adjustments of the flow for trapping is evaluated.
While accommodating the limitations of a maximum electro-
kinetic flow of about vF

max=2 �m /ms and a mean count rate
of �1.4�105 photons s−1 from a molecule at the center of
the detection volume, it is possible to hold a small rapidly
diffusing molecule within a micron-sized confocal probe re-
gion for a prolonged time, usually until photobleaching oc-
curs. The trap is robust in that it is possible to rapidly reload
and trap a sequence of individual molecules over a broad

Fig. 10 Effect of fluorescence lifetime on the trapping performance.
The red curve shows the mean number of photons detected �photons�
before the molecule photobleaches or escapes, the blue curve shows
the mean time that a molecule remains in the trap �trap occupancy
time�, and the green curve shows the percentage of fluorescence pho-
tons that have incorrect timing �incorrect timing percentage�. The in-
set shows the effect of an incorrect timing delay on the trapping per-
formance for a fluorescence lifetime of 3 ns. �Color online only.�
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ange of experimentally achievable parameters. Studies with
he simulation show that the anticipated latency of the control
oes not hinder performance and that trapping should be
chievable provided the latency is below �100 �s.

By examination of the autocorrelation function of detected
hotons and collation of statistical data from individual mol-
cules, it is found that there is a most favorable laser excita-
ion power ��30 �W� for which the performance of the trap
s optimum. If the laser power is reduced �50% below this
oint so that the fluorescence signal falls below �7
104 photons s−1, then the possibility of escape due to pho-

on shot-noise fluctuations increases, and the trap begins to
ail. Similarly, if the laser power is increased by �50% above
his point, the rate of photobleaching increases so that the
ccupancy time of molecules within the trap is reduced, al-
hough the mean number of photons detected from each mol-
cule is retained. The trap performance would improve if the
ate of photobleaching were decreased, for example, by addi-
ion of oxygen scavengers to the solution. In preliminary ex-
eriments, molecules in nanochannels appear to have im-
roved photostability compared to those in microchannels or
n bulk solution.13

The algorithms for simulating single-molecule detection
eported in this paper are applicable to a wide variety of ex-
eriments, including studies of molecular interactions for
igh-throughput screening.28 An extension of the simulation
o study trapping with two-photon excitation and also trapping
n three dimensions is under way. The approach involves use
f four laser foci arranged in a tetrahedron to provide 3-D
patial information and also four electrodes arranged in a tet-
ahedron to provide 3-D electrokinetic motion.17
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