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ABSTRACT 

Financial time series prediction has always been a tricky problem due to the uncertainty in the market. It has attracted 

attention from industry to academia. In recent years, deep learning has shown excellent performance in many different 

fields. More and more researchers try to apply deep learning on financial markets. In this paper, the complete modeling 
process of price movement prediction is introduced. Based on high frequency data Limit Order Books, an improved deep 

learning model combining the local feature extraction ability of Convolutional Neural Network (CNN) with the 

sequential feature extraction ability of Long Short-Term Memory (LSTM) is proposed and evaluated on RB dominant 

contracts in the China futures market. Based on the experimental results, it is concluded that our model’s performance on 

prediction is better than that of single CNN and LSTM models. Through backtesting, trading based on the predicted 

results of the proposed model can yield significantly more returns than other models. 
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1. INTRODUCTION 

Predicting the price trend of financial assets is a meaningful and challenging research problem, which has attracted more 

and more attention in academia in recent years1. If the trend can be accurately predicted, it is of great significance for 

investors in the financial market, who can make profitable decisions based on the accurate prediction results. 

The financial market has a large number of uncertain factors, such as some emergencies and policy adjustments, so that 

the financial time series are characterized by non-stationary and low signal-to-noise ratio. Some researchers use 

traditional methods to model and forecast the future price of financial assets using some time series models, such as 

ARIMA2, GARCH3. However, the prediction performance of these methods has much room for improvement. 

With the introduction of electronic trading, the volume of trading in financial assets has been greatly increased, and 

exchanges have huge amounts of historical data. In recent years, with the improvement of computing power, deep 

learning solves a lot of problems in different areas, such as speech recognition4, image captioning5, demonstrating 
amazing big data processing capabilities. Researchers apply deep learning models on huge amounts of historical data to 

predict future prices to generate trading signals1, but processing such a large amount of data is not an easy task, 

especially in the China futures market. Fully mining the useful information in the massive data can find profitable 

opportunities and hedge against volatile markets. 

In this paper, a new deep learning model is proposed, combining CNN with LSTM networks, which can be used to 

predict mid-price movements in the China futures market based on limit order data more accurately. Through 

backtesting, trading based on the predicted results of the proposed model can yield significantly more returns than other 

models. 

The paper structure is as follows. Related work on deep learning applied on financial time series forecasting is briefly 

presented in Section 2. In Section 3, the used limit order book data is described. Section 4 introduces our new deep 

learning model. In Section 5, experiments and results are analysed. Finally, we give our conclusions and future work in 

Section 6. 
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2. RELATED WORK 

The key features from massive amounts of data can be captured using deep learning. More and more researchers are 

applying deep learning on financial asset price movements forecasting. Financial assets include stocks, futures and 

options. Stock price forecasting attracts much attention from researchers, which has many achievements in academia6. 

LSTM and CNN are classical deep learning models, which are applied in the area of price forecasting most7-13. Chen et al. 

use LSTM to predict the China stock price movements. Although the accuracy of model is not high, their initial efforts 

demonstrate the power of LSTM in the China stock market and deep learning on stock price has much potential to be 

found7. Fischer et al. deploy LSTM networks on some stocks of the S&P 500 to predict out-of-sample directional 

movements. They find that LSTM performs much better than the logistic regression and deep neural networks9. Gong et 

al. apply a CNN-based model to contruct a three-category prediction model to forecast AAPL, showing that the 

performance of the model can be improved using technical indicators14. Recently, some novel hybrid models combining 

CNN and LSTM are proposed15-18, which can capture key features to improve the forecasting accuracy. 

With the introduction of electronic trading, huge amounts of transaction data are generated. Some researchers analyse 

future trends in financial asset prices by utilizing limit order book (LOB) data11,13,19-24, which is the most detailed data in 

the market right now, recording the most trade information. Kercheval et al. use the support vector machine to predict the 

short-term price trend of stocks by mining the historical information in the limit order book19. To predict short term price 

movements of stocks, Tsantekidis et al. propose a deep learning methodology, which is demonstrated that the proposed 

method performs better than a support vector machine model and a multilayer perceptron model11. Zhang et al. develop a 

large-scale deep learning model called DeepLOB used LOB data as the input13, which achieves higher accuracy on the 

benchmark LOB dataset25. Tran et al. propose the Temporal Attention-Augmented Bilinear Network (TABL) based on 

the Bilinear Network (BL)26, showing that the new model performs much better than all existing advanced models while 

requiring fewer computation22. 

As far as we know, there is relatively little research on deep learning models used to predict the price trend of the China 
futures market in academia, and this is the first work that proposes a deep learning model incorporating CNN and LSTM 

that specializes in processing LOB raw data to forecast the price directional movements in the China futures market for 

the purpose of trading. This article can provide reference for traders who want to conduct quantitative trading through 

artificial intelligence. 

3. DATASET 

We choose rebar (RB) futures contracts which are very popular with investors as the research object. RB contracts are 

characterized by high price volatility, large trading volume, and high investment risk. Our dataset consists of the LOB 
data of the RB dominant contracts, which have the highest trading volume compared with other contracts, so trading 

dominant contracts can reduce the slippage effectively. 

3.1. Limit order book data 

We first introduce some basic concepts of a limit order book (LOB) briefly. With the development of information 

technology, more and more exchanges use limit order books to automatically match orders. A LOB has two kinds of 

limit orders: ask orders and bid orders. An ask (bid) order posted means a trader wants to sell (buy) a specific amount of 

a financial asset at a certain price or more (less). If a submitted limit order is not executed immediately, it will be 

recorded on the LOB waiting for suitable orders on the other side to match.  

The LOB prioritizes orders on both sides by the size of the price, which are divided into different levels so the best ask 

and bid orders are placed at the top level with the highest transaction priority in respective sides of LOB. The lower 

(higher) the ask (bid) order price, the higher the transaction priority. When a new limit order comes in, the LOB will 
reorder all orders. For orders with the same price, the submitted earlier order has the higher priority. The ask and bid 

orders at different levels reflect the supply and demand for the asset at any time so that a limit order book has abundant 

micro market information which has a strong correlation with the future price movements, awaiting suitable models to 

fully utilize. For more details on LOB, please refer to Reference27. 

We select RB dominant contracts from 2019-07-05 to 2019-11-01 about four months. The limit order book data provided 

by China futures exchanges is snapshot data sliced every 500 milliseconds, containing 5 price levels. Only daytime 

trading data (RB contracts open at 9 a.m. and close at 3 p.m.) is used to construct the dataset, so that there are about 
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27,000 pieces of data in one day, and a total of more than 1.7 million samples in four months. For stationarity of the 

dataset, data from 2 minutes after opening and 2 minutes before closing is stripped out. We take the raw LOB data 

directly as the model input, so at time t  there are 20 dimensional features as following: 
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3.2 Normalization and labelling  

The prices of RB dominant contracts can vary enormously, so at different times the numerical values of prices may not 

be at the same level, which is not conducive to deep learning models to learn the common features in training dataset and 

test dataset. Therefore, a proper normalization method is required for the dataset to be numerically stable. Global 

standardization does not change the relative size of data values at different times, so we standardize the data of a certain 

day with z-score normalization, using the average and variance of corresponding features in the previous 5 trading days 

of the day. After this process, the dataset can be more numerically stable, where the numerical range is decreased. 

We use the mid-price to create labels which represent the direction of price movements. The mid-price is defined as the 

mean between the best ask price and best bid price at time t : 
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Mid-price is a virtual price since traders cannot trade at this price. Since mid-price lies between the best ask price and 

best bid price, its movement can reflect the trend of the market accurately. Therefore, our task is to predict the mid-price 

movements. 

Simply comparing 
tp  with 

t kp +
 to get the direction of the price movement will make the resulting labels very noisy 

because of the much noise of the financial data. To filter such noise from the labels, the following smoothed method is 

used. We denote the mean of the previous k  mid-prices by m− , and the mean of the next k  mid-prices by m+ : 
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Then, a label at time t  denoted by tl  is defined as: 
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After executing this smoothed method, the resulting labels have small number of stationary labels ( 0tl = ) scattered 

among them. We use the K-nearest neighbor method to classify stationary labels into upward labels or downward labels 

to make the labels contiguous. Consequently, the dataset only has two labels, upward and downward, with a ratio of 

nearly 1:1. 

4. PROPOSED METHOD 

4.1 Overview 

Our model comprises two building modules: the spatial feature extraction module that consists of CNN and the temporal 
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feature extraction module composed of LSTM, as shown in Figure 1. We use the 300 most recent states of the LOB as an 

input of our model to forecast the direction of the price movements in 10 minutes. Therefore, an input sample is a 2-D 

panel data with a time dimension and a feature dimension. To fully exploit the features in the raw data, appropriate 

models should be established for the two dimensions to capture the dependencies respectively. We combine CNN and 

LSTM to construct a novel model specializing in processing LOB data, where CNNs are suitable for extracting local 
features to find spatial relevance between different types of features and LSTM models are skilled in capturing long-term 

temporal correlations. 

 

Figure 1. The architecture of the proposed model combining CNN and LSTM. 

4.2 Details of building modules 

The spatial feature extraction module consists of 6 convolutional layers that are divided into 3 horizontal convolution 
layers and 3 vertical convolution layers, staggered with each other. The horizontal layers find the dependencies between 

different features, while the vertical layers are conducted to capture short-term temporal correlations after each 

horizontal convolution. The first horizontal layer is used to find the correlations between price and the volume at the 

same level and side, then the second captures the dependencies between the ask side and the bid side at the same level. 

Finally, the last finds the relationships among 5 levels of LOB. 

The temporal feature extraction module is used for further processing the features extracted by the spatial feature 

extraction module. The features in different channels of the last convolutional layer at the same time are reconstructed 

into new features of a time step for LSTM. At the last output layer we place a fully connected layer with a softmax 

activation function, and hence the model can output the probability of each class. 

5. EXPERIMENTS AND RESULTS 

We train the model using cross-validation as illustrated in Figure 2, where the performance is measured by calculating 

the mean recall, precision, and F1 score over all folds. We use 1 level, 2levels, 3 levels, 4 levels, and 5 levels of LOB 

respectively as the input of the model to explore the influence of the depth of limit order book on the model performance. 

Finally, we examine the trading results of the proposed model and compare our model with other simpler models such as 

MLP, Bilinear Networks (BL), CNN, and LSTM. 

 

Figure 2. Multiple tasks are generated through cross-validation. 
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4.3 Experiments settings 

During the cross-validation training, we use 15-day data as the training set and 5-day data as the test set. We use the most 

recent 300 states as a sample input to predict the price movement in 10 minutes, so the size of the input is 300   20. The 

sizes of the 3 horizontal convolutional layers are 1   2, 1   2 and 1   5, and the corresponding strides are 1   2, 1   2 

and 1   1. The sizes of vertical convolutional layers are 4   1 consistently. The channels of the convolutional layers are 
all set at 8. The Leaky ReLU activation function is used behind every convolutional layer. The LSTM network uses 16 

hidden neurons followed by a full connected layer with 2 neurons using softmax activation function. We choose the 

Adam optimizer and its learning rate is set at 1   10-5. 

4.4 Results on different levels  

The performances of the model for different levels of LOB are shown in Table 1. Experimental results show that the 

performance gets better with an increase in the levels. Prediction based on 1 level has the worst accuracy, and 3 levels or 

more deeper depth of LOB can improve the performance significantly.  

Table 1. Results for different levels. 

Level(s) Up_F1 Down_F1 

1 46.57% 60.55% 

2 49.37% 62.45% 

3 62.85% 68.70% 

4 65.62% 68.78% 

5 66.30% 69.13% 

4.5 Forecasting and trading results 

The forecasting results are shown in Table 2. Our model can get better performance than single CNN and LSTM models. 

Although MLP can also predict well, its trading result is much worse than our model’s as will be discussed later.  

Table 2. Results for different models. 

Model Precision Recall Up_F1 Down_F1 

MLP 68.49% 68.33% 66.71% 69.60% 

BL 68.06% 67.41% 64.43% 68.99% 

CNN 65.08% 66.93% 62.54% 68.10% 

LSTM 68.24% 67.93% 66.30% 69.13% 

Our model 69.01% 68.63% 66.60% 70.42% 

We design our trading policy based on the prediction result of the model. At each time step, a signal is generated through 
the output of the model. If the model predicts +1 (-1), we go long (short). However, simply executing this policy may 

cause serious problems, since the prediction results are noisy, which can result in frequent trading and high fees. So 

based on the simple policy, we set a minimum holding time T and a threshold   for reversing the position. We do not 

consider new prediction signals until the holding time exceeds T . When the opposite signal continuously appears for 

over a, we reverse the position. The new strategy can filter out a considerable amount of noise ( 5min,  =20 minT = ). 

The trading results based on the new policy is shown in Figure 3. The size of our position is one share, and the proposed 

model can yield significantly more returns than other models. 
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Figure 3. Trading results of different models.  

6. CONCLUSION 

In this paper, we proposed a hybrid deep learning model combining CNN and LSTM for the prediction of the China 

futures market based on the large-scale LOB data. The spatial feature extraction module can capture both the spatial 

correlations between different types of features and short-term temporal dependencies, while the temporal feature 

extraction module can extract the long-term dependencies. The combination of the two modules can improve the 

prediction performance of the model. Trading results demonstrate that our model performs significantly better than other 

compared models. We also demonstrated the depth of LOB is important for the model performance, and 5 levels of LOB 

with the richest information have the best results. 

Our future research direction is to reduce the noisy predictions to fully use the prediction results to improve the trading 

return. From the perspective of model and input, the results predicted as the same class should be generated as 

continuously as possible, while from the perspective of strategy, it is important to design a suitable policy which can 

filter out noise effectively. 
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