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High-performance silicon-based nano-thermoelectric bolometers for
uncooled infrared sensing

Aapo Varpula*a, Anton Murrosa, Kuura Sovantoa, Arto Rantalaa, David Gomes Martinsa,
Kirsi Tappuraa, Jonna Tiiraa, Mika Prunnilaa

aVTT Technical Research Centre of Finland Ltd, Tietotie 3, FI-02150 Espoo, Finland

ABSTRACT

Infrared (IR) sensors and photodetector arrays are employed in various imaging applications (such as night vision), remote
temperature measurement, and chemical analysis. These applications are in space and environmental sensing, transport,
health and medicine, safety, security, defense, industry, agriculture, etc. Optical chemical analysis employs IR absorption
spectroscopy which enables the identification and quantification of gases, liquids, and materials based on their unique
absorption spectra which are feature-rich in the IR region.

State-of-the-art (SoA) quantum photodetectors utilize either photoconductivity or the photovoltaic effect. Commercial
quantum photodetectors are widely available in the spectral range from UV to short-wave infrared (SWIR), but in mid-
wave IR (MWIR) and long-wave IR (LWIR), they require exotic materials and cooling to maintain high sensitivity.
Thermal detectors (bolometers) are a competing technology that can reach high sensitivities in IR without the need for
cooling and can be manufactured using widely available semiconductor technologies. SoA bolometers include resistive
bolometers, diode- or transistor-based bolometers, and thermoelectric bolometers. By utilizing nanomaterials and
integrated design, we have minimized the thermal mass and demonstrated fast and sensitive nano-thermoelectric IR
bolometers with high thermoelectric efficiency.

We review the application and development of the silicon-based nano-thermoelectric infrared bolometers: modelling,
design, fabrication, and electro-optical characteristics. The enabling materials, silicon nanomembranes, are also discussed,
and the first devices used to test the potential of these nanomembranes, the electro-thermal devices, are reviewed and new
experimental results are presented.

Keywords: Infrared detector, nano-thermoelectrics, mid-wavelength infrared, long-wavelength infrared, thermoelectric
bolometer, nanomembrane, silicon

1. INTRODUCTION
Infrared (IR) sensors operating in the short- (SWIR), mid- (MWIR) and long-wave IR (LWIR) regions have various

applications ranging from thermal imaging for night vision to remote thermometry and chemical analysis using infrared
spectroscopy1–3. These applications find use in sectors such as space and environment sensing, transport, health and
medicine, safety, security, defense, industry, and agriculture. Targeting the longer wavelengths – MWIR and LWIR –
offers possibilities for gathering independent spectral information with passive operation by utilizing the background
thermal emission of objects whose IR emission is strongest in this range1. IR detection in this range can be utilized for
example in optical chemical analysis employing IR absorption spectroscopy to identify and quantify gases, liquids, and
materials based on their unique IR absorption spectra1,2.

The most commonly commercially available IR sensors are quantum detectors based on electron-hole pair
generation, and thermal detectors (bolometers) based on radiation-induced heating of an absorber. Quantum detectors
typically provide higher performance than bolometers in terms of speed and sensitivity. However, quantum detectors
require cooling down from room temperature to cryogenic temperatures to reach their maximum performance, particularly
in the LWIR range where photon energies are small4. Quantum detectors in the LWIR range also require expensive and
toxic materials, such as HgCdTe and InAsSb4. On the other hand, state-of-the-art bolometers can reach relatively high
sensitivities without cooling and can be manufactured using widely available CMOS-compatible technologies.

*aapo.varpula@vtt.fi; phone 358 40 357-1370; vttresearch.com

Invited Paper

Electro-Optical and Infrared Systems: Technology and Applications XX, edited by Duncan L. Hickman, 
Helge Bürsing, Gary W. Kamerman, Ove Steinvall, Proc. of SPIE Vol. 12737, 1273702

© 2023 SPIE · 0277-786X · doi: 10.1117/12.2675913

Proc. of SPIE Vol. 12737  1273702-1Proc. of SPIE Vol. 12737  1273701-9



Furthermore, by leveraging nano-thermoelectrics – wherein the material properties of the thermoelectric elements are
improved by dimensional scaling to the sub-100nm regime – bolometer performance can be improved, and the signal
transduction noise can be significantly reduced, leading to a low noise transduction method for thermal sensors5,6 and
bolometers4,7. These benefits in conjunction with smart IR detector design allow thermoelectric bolometers to be a
competitive technology to SoA quantum detectors, narrowing the gap between cooled and uncooled IR photodetector
technologies4.

It has been demonstrated that by reducing the thickness of silicon in two-dimensional systems, i.e. thin films, the
thermal conductivity can be reduced by almost two orders of magnitude8,9. Experiments have consistently shown that a
reduction in the silicon membrane thickness results in a proportional reduction in thermal conductivity8,10–13, with an
observed experimental minimum thermal conductivity of 9 W/mK measured in a 9-nm free-standing silicon membrane8.
The reduction in thermal conductivity can be attributed to the spatial confinement of phonon modes in thin films14–16 and
increased phonon scattering at boundaries resulting in shortened phonon mean free path17–19. To maximize the
thermoelectric figure of merit ZT, and therefore achieve high thermoelectric detector performance, the reduction in thermal
conductivity must be balanced without compromising electrical conductivity. This challenges some nanostructuring
methods, such as nanomeshes20 and nanoholes21, as a method to achieve large reductions in thermal conductivity, since
the presence of pores and grain boundaries can reduce charge transport as well9. On the other hand, thickness reduction
may enhance Seebeck coefficient and electron mobility due to quantum confinement22–26.

We have demonstrated nano-thermoelectric IR bolometers4,7 based on ultra-thin silicon membranes. They utilize
silicon nanomembranes as phonon-engineered thermoelectric elements with enhanced ZT and metal nanomembranes and
low thermal mass absorbers. The principle of operation of the IR bolometer is illustrated in Figure 1. Incident IR radiation
is converted into a temperature change by the absorber element, which is thermally isolated from the ambient and substrate
by suspension with support beams. Typically, the detector is sealed in a low thermal conductivity atmosphere or vacuum.
The support beams are thermoelectric n- and p-type doped Si nanomembranes that act as thermocouple elements to convert
the induced temperature gradient between the absorber and ambient (or substrate) into an electrical signal via the Seebeck
effect. This mode of operation enables low power operation, as the bolometer does not require any external power for
signal generation.

Figure 1. Schematic picture of a thermoelectric bolometer supported by 4 beams7. 2-beam bolometers with the same principle
are also common. During the operation, the absorber absorbs the incident optical radiation and heats up. The formed
temperature gradient is converted into electric voltage using p- and n-type thermoelectric materials (i.e., legs) placed in/on the
supporting beams, or they can act simultaneously as supports themselves4.

Thermoelectric transduction via the Seebeck effect has in principle low noise, with the main noise sources being
Johnson-Nyquist and thermal fluctuation noise5,27,28. By scaling down the size of the thermocouple beams the phonon
thermal conductance can be reduced, potentially allowing the devices to reach thermal fluctuation noise limited
performance6. The thermal mass of the detectors is minimized by the absence of separate micromechanical supporting
layers and by the integrated metal nanomembrane absorber. Further thermal mass reduction and thermal conductivity
reduction is achieved by reducing the cross-sectional dimensions of the device. The reduced thermal mass enables high-
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speed operation, which can also be exploited as increased sensitivity by altering the design of the bolometer in terms of
beam dimensions, detector area, absorber fill factor, and film thicknesses.

In this article we review the development of the silicon-based nano-thermoelectric infrared bolometers. In
section 2, the modelling of thermoelectric bolometers4,7,29,30 is discussed. In section 3, we discuss the key enabling
materials, silicon nanomembranes, and their fabrication processes for realizing the dimensionality reduction39. The
availability of nanomembranes leads to the realization of nano-thermoelectric electro-thermal devices5,6, which are
discussed with new experimental results in section 4. Finally, the experimental IR bolometers4,7 are discussed in section 5
and their estimated performance potential in section 6. We are also working on the readout integrated circuits, which are
discussed in Ref. [7].

2. MODELING OF THERMOELECTRIC BOLOMETERS
2.1 Device model of thermoelectric bolometers

Thermoelectric bolometers are described by a combination of thermal resistor-capacitor (RC) and thermoelectric
models4,29,30. The speed of a bolometer is described by thermal time constant

𝜏 =
𝐶th
𝐺th

, (1)

where Cth is the thermal capacitance, i.e. the heat capacity, of the bolometer, and Gth is the thermal conductance of the
bolometer (i.e. the thermal conductance between the absorber and the substrate and surroundings). The corresponding
thermal cutoff angular frequency is ωc = 1/τ. At frequencies well below ωc, the dependence of the output voltage of a
thermoelectric bolometer on the incident optical power P is characterized by the (voltage) responsivity4

𝑅𝑉 =
d𝑉
d𝑃 𝜔≪𝜔c

=
𝑆𝜂
𝐺th

, (2)

where the total Seebeck coefficient of the thermoelectric transducer of the bolometer is given by S = Sp – Sn, where Sp and
Sn are the Seebeck coefficients of the p- and n-type thermoelectric elements, and η is the optical efficiency of the absorber.

The sensitivity of a detector is determined by the combination of the responsivity and noise. In thermoelectric
bolometers there are the two dominant noise sources; the Johnson-Nyquist noise and the thermal fluctuation noise. The
optical noise-equivalent power (NEP) corresponding to the Johnson-Nyquist noise is given by

NEPJN =
4𝑘B𝑇𝑅
𝑅V

, (3)

where kB is Boltzmann’s constant, T the absolute temperature, and R the (total) resistance of the bolometer. The optical
NEP corresponding to the thermal fluctuation noise is given by NEPth = 4𝑘𝐵𝑇2𝐺th 𝜂. These noise sources can be
combined into total NEP as4,29,5

NEP = NEPth
2 + NEPJN2 = NEPth 1 +

1
𝑍𝑇

, (4)

where the effective thermoelectric figure of merit of the bolometer is given by

𝑍𝑇 =
𝑆2𝑇
𝐺th𝑅

. (5)

The specific detectivity D* allows for comparison of different detector technologies and detectors with different active
areas. It is given by

𝐷∗ =
𝐴abs

NEP
, (6)

where Aabs is the area of the absorber.
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2.2 Model of quarter-wave resistive absorber

A quarter-wave resistive absorber illustrated in Fig. 2 is a radiofrequency and optical absorber design which allows
effective absorption in bolometers4,7,29. It is also known as the Salisbury screen29,31 or an antiresonant interference
structure32. A quarter-wave resistive absorber consists of a conducting film and a reflector. The conducting film is placed
near the reflector so that an optical cavity is formed. The optical absorption of the structure is maximized when the real or
effective sheet resistance of the absorber is matched to the vacuum impedance.

Figure 2. (a) Schematic cross-section of the quarter-wave absorber29. The absorbing layer placed above a back reflector.
Optical cavity with the depth of dcav is formed between the back reflector and the absorbing layer. (b) Illustration of optical
waves in the absorber in the cases corresponding to two absorption peaks with the longest matching wavelengths, i.e. orders
n = 0 and n = 129. The optical absorption is strongest when an antinode of the optical wave is on the absorbing layer.

The optical properties of the quarter-wave resistive absorber structure can be modelled with full-wave electromagnetic
simulations4, transfer-matrix model29, or analytical optical model29 derived from a radio-frequency model of the Salisbury
screen33. The first model is the most general one suitable for complex absorber geometries, but it is computationally heavy
as it requires use of the finite-element method (FEM). The transfer matrix model34,35 describes uniform layers of optical
media, and this reduces the computational load considerably. This approach is often suitable for bolometers as their
absorbers can be modelled using effective materials. We have shown that the fully analytical optical model matches with
the transfer matrix model in idealized cases and agrees reasonably well in realistic cases29. The analytical model enables
very rapid calculations.

In the analytical model, the absorption spectrum of an ideal quarter-wave resistive absorber consists of periodic
absorption peaks at the wavelengths29

𝜆peak =
4𝑑cav
1 + 2𝑛

, (7)

where dcav is the depth of the cavity and the order n = 0, 1, 2, 3, …. The relative bandwidth of the peak with the lowest
matching wavelength (n = 0) is rather broad: 280 % relative full-width-at-half-maximum (FWHM) bandwidth29. The cavity
depth dcav defines the spectral range of the structure. At the wavelengths of eq. (7), the absorptance of an ideal quarter-
wave absorber is given by7,29

𝐴 =
4𝑍vac𝑅sh

𝑍vac
𝑅sh

𝑍vac
𝑅sh

+ 2 + 1
, (8)

where the vacuum impedance, or the impedance of free space, is Zvac ≈ 376.73 Ω and Rsh is the (effective) sheet resistance
of the absorber. Eq. (8) is plotted in Fig. 3, showing that rather high absorption can be achieved with a wide range of sheet
resistance Rsh values (for example for A > 50%, Rsh can range between 65 and 2196 Ω29).
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Figure 3. Dependence of absorptance A of the ideal quarter-wave resistive absorber on the effective sheet resistance of the
absorber Rsh and vacuum impedance Zvac ≈ 376.73 Ω7, when the wavelength of the optical signal is at the maximum of an
absorber peak. Calculated using eq. (9).

The full dependence of the absorptance A on wavelength λ is given by

𝐴 =
4 𝑍vac𝑅sh

sin 2𝜋𝑑cav
𝜆

2

𝑍vac
𝑅sh

𝑍vac
𝑅sh

+ 2 sin 2𝜋𝑑cav
𝜆

2
+ 1

. (9)

Figure 4 shows a comparison between the transfer-matrix and analytical model in the cases of pure conductor and metallic
VO2 as a quarter-wave resistive LWIR absorber. The transfer matrix and the analytical models agree very well in the case
of the pure conductor. In the VO2 case, the peaks are slightly distorted and decay towards the smaller wavelengths. The
decay is caused by the Drude-behavior of the complex permittivity and the imaginary part of the electric conductivity,
which are present in real materials29. Despite these deviations, the analytical model is a powerful tool for rapid bolometer
design drafting and description of the absorber behavior.
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Figure 4. Comparison of absorption spectra of a quarter-wave resistive absorber calculated using the analytical model [eq. (9)]
and the transfer-matrix method29. The depth of the optical cavity is dcav = 2500 nm. Here the exemplary absorbing layer is
metallic VO2, which is modeled either as a pure conductor with the experimental DC electric conductivity or using
experimental n and k data29.

3. NANO-THERMOELECTRIC SILICON MEMBRANES
Silicon is an attractive detector material due to its common use in the semiconductor industry, and its cost-efficient,

non-toxic, and generally abundant nature. However, due to its high thermal conductivity of 148 W/mK in the bulk36, silicon
has a low thermoelectric figure of merit, ZT, at room temperature ZT300K ≈ 0.018,9. By shaping silicon into nano-scale
membranes8,37 or wires38, the thermal conductance of silicon is significantly reduced – whilst preserving Seebeck
coefficient and electrical conductivity virtually unaltered – resulting in a significantly improved ZT5,4. By leveraging nano-
thermoelectrics in this manner, Si-based nanostructures form an extremely promising transducer materials platform for
thermoelectric detectors.

Previously, we reported on the fabrication and characterization of large-area ultra-thin flat suspended single-crystalline
(SC) Si membranes with controlled strain with membrane thicknesses down to 6 nm39. For more details, refer to Ref. [39].
The produced devices were thermally studied by Chávez-Ángel and co-workers8 to produce the results shown in Figure 5.
The fabrication process39 involves thinning down a SOI layer by thermal oxidation and subsequent oxide removal to
produce a Si film of the desired thickness. A Si3N4 film under tensile stress is deposited by low-pressure chemical vapor
deposition (LPCVD) and patterned to form a stress-compensating frame that allows for compensation of compressive
stress and strain tuning of the Si membrane. This stress-compensating frame is also utilized in our IR bolometers, discussed
further in sections 4 and 5. Finally, the Si membranes were released by backside deep etching through the wafer.
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Figure 5. Experimental data8 and fitted phenomenological model30, κ = α/(1+ βt-γ), of (a) thermal conductivity κ and (b) sheet
thermal conductance G□th = κt of ultra-thin single-crystalline silicon membranes as functions of membrane thickness t. The
values of the model fitting parameters are α = 228.4 W/m/K, β = 116.0 /nm, and γ = 0.7149.

The thermal conductivity and conductance of ultra-thin single-crystalline silicon membranes as a function of
membrane thickness are shown in Figure 5. For modeling purposes, a phenomenological model has been fitted to the
measured data. The reduction in silicon membrane thickness results in almost two-orders of magnitude decrease in thermal
conductivity, with an observed experimental minimum thermal conductivity of 9 W/(mK) in a 9-nm free-standing silicon
membrane8. The reduction of thermal conductivity is caused by the spatial confinement of phonon modes in thin
films14–16 and increased phonon scattering at boundaries resulting in shortened phonon mean free path17–19. Reducing the
thickness of the thermoelectric membrane is an effective method to improve ZT and therefore achieve high thermoelectric
detector performance without significantly sacrificing electrical conductivity. Thickness scaling is thus an attractive
solution to enable room temperature high-sensitivity and cost-effective IR detection.

Nano-thermoelectric Si can be realized by doping the nanomembranes into n- and p-type Si5–4. In addition to SC-Si,
poly-crystalline Si nanomembranes can also be realized6. While higher charge-carrier mobilities allow lower resistivities
to be obtained with SC-Si than with poly-Si, poly-Si affords simpler and more cost-efficient device fabrication. The
characteristics of the nano-thermoelectric SC- and poly-Si are shown in Table 1. These were obtained from electro-thermal
devices and IR bolometers which are described in sections 4 and 5. The Seebeck coefficients in Table 1 were measured
with electro-thermal devices (see section 4) by employing the heater resistors as thermometers and thermocouples as Peltier
coolers and heaters5,6.

Table 1. Microstructure and thermoelectric properties of nano-thermoelectric silicon membranes. The total Seebeck
coefficients were measured using electro-thermal devices5,6.

Crystallinity Membrane
thickness

N-type
resistivity

P-type
resistivity

Total Seebeck
coefficient S

Ref.

Single 40 nm 1.9 mΩcm 1.8 mΩcm 0.39 mV/K [5]

Poly 100 nm 11 mΩcm 9.7 mΩcm 0.59 mV/K [6]

Poly 80 nm 5.3 mΩcm 3.4 mΩcm - [4]

Poly 70 nm 4.7 mΩcm 3.0 mΩcm - [4]
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4. ELECTRO-THERMAL DEVICES
We have investigated the potential of nano-thermoelectric silicon membranes in sensor and detector devices by

fabricating electro-thermal devices out of them. These electro-thermal devices have a resistor for heating and a
thermocouple for measuring thermal output voltage5,6. They are excellent vehicles for investigating the performance
prospects of these materials. These devices can also be used as direct thermal detectors, for example in scientific
experiments with scanning thermal microscopy (SThM)40,41.

The scanning-electron microscopy (SEM) and optical microscopy images of the fabricated electro-thermal devices
are shown in Figure 6. These devices utilize a silicon nitride (SixNy) stress-compensation frame to control the strain of the
nanomembrane5,6,39. In the devices the silicon nanomembranes are patterned into beams supporting a membrane section in
the middle. In the middle membrane, there are meandering heater resistors made by doping this part of the membrane with
boron (p+). The beams are also either n+ or p+ doped to provide electrical contact to the heater and to form the
thermocouple together with aluminum contact metal.

Figure 6. Optical (a, c, e, g) and scanning-electron (b, d, f) micrographs of devices SC-A5 (a, b), SC-B5 (c, d), P16 (e, f), and
P2 (g). These electro-thermal devices have electric heater resistors for characterization and experimentation, and a
thermocouple for electric temperature readout. The pair of the silicon beams on the left side of the devices provides the
electrical connection for the meandered doped silicon heater resistor patterned in the silicon membrane. The 30-nm Al film
forms an electrical contact between the ends of the n+ and p+ silicon beams acting as thermocouple. The devices have Al
islands for scanning probing experiments. Device P1 has additional alternating n+ doped, undoped, and p+ doped regions
(NIPI) between the heater meanders and the heater and the thermocouple to ensure that the heater is well electrically insulated
from the rest of the device6.

The electro-thermal devices were fabricated on 150-mm silicon wafers using the fabrication processes described in
Refs. [5, 6]. In the case of single-crystalline (SC) Si devices, silicon-on-insulator (SOI) wafers were used. The targeted
single-crystalline nanomembrane thickness was reached by thinning down the SOI layer by thermal oxidation and oxide
stripping. In case of polycrystalline Si devices, standard silicon wafers were first oxidized to form a buried silicon oxide,
and then a layer of 100 nm polysilicon was added by LPCVD on them. Next, both Si layers were doped selectively with
boron and phosphorus by ion implantation and patterned by plasma etching. Then, a 280-nm-thick stress-compensation
SixNy layer was deposited by LPCVD. Next, a 30-nm-thick layer of Al (contact metal) was sputtered and patterned by wet
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etching. Finally, the devices were released by deep-reactive etching through the silicon wafer from the back side and HF
vapor etching of the buried oxide layer.

The measured characteristics of the electro-thermal devices are summarized in Table 2. The thermal time constants
fall into the range 2.5–30 ms and are governed by the thickness of the Si nanomembranes, size of the middle membrane,
and the dimensions of the supporting beams. Due to this, the thinner single-crystalline devices are faster. Noise
measurements5 have confirmed the theoretical prediction that the noise in these devices is fully described by the Johnson-
Nyquist noise originating from the electrical resistance of the thermocouple. The NEPs in Table 2 were calculated using
eq. (3) with electric responsivity, which is eq. (2) in the case η = 1. The poly-Si devices have larger responsivities mainly
due to the larger Seebeck coefficient of the poly-Si (see Table 1), but the higher resistivity of the poly-Si (see Table 1)
increases the thermocouple resistances leading to higher noise, which compromises NEP. The device beam dimensions
have also an effect, which can be clearly seen between devices SC-A and SC-B, and P1 and P2. Overall, these electro-
thermal devices are suitable for rapid detection of small thermal signals.

Table 2. Characteristics of electro-thermal devices5,6.

Device Material Middle
membrane
size [µm2]

Thermal time
constant τ

[ms]

Electrical
responsivity

[V/W]

Thermocouple
resistance

[kΩ]

Electrical
NEP

[pW/Hz1/2]

SC-A5 40 nm SC-Si 110 x 110 9.4 ms 1180 27 18

SC-B5 40 nm SC-Si 50 x 50 2.5 ms 1960 39 13

P16 100 nm poly-Si 100 x 100 13 ms 3090 215 19

P2 100 nm poly-Si 100 x 100 30 ms 6750 797 17

5. EXPERIMENTAL NANO-THERMOELECTRIC INFRARED BOLOMETERS
We have demonstrated nano-thermoelectric bolometers operating in the LWIR regime, targeted to maximize detector

output for room-temperature thermal radiation with a wavelength maximum of approximately 10 µm4,7. Our bolometers
have been fabricated with nano-thermoelectric silicon membranes that operate as both a signal transducer – converting the
thermal signal into electrical output – and as mechanical supports for the integrated metal absorber. By utilizing the
properties of nano-thermoelectric membranes and smart device design, the thermal mass and conductivity of the detectors
can be tuned and optimized to target different application ranges, preferring high sensitivity or fast operation speed4.

Scanning electron micrographs of the fabricated bolometers with cross-sectional device schematics are shown in
Figure 7. The devices consist of an optical absorber supported by integrated n- and p-type ultra-thin silicon membranes,
which act as thermocouples transducing incoming IR radiation into electrical signal. The metal optical absorber electrically
connects the thermocouple pair and also acts as an infrared absorber, converting incoming IR radiation into a temperature
change that is utilized by the thermocouples. Additionally, the devices utilize either a SixNy or Al2O3 based stress-
compensating frame discussed in sections 3 and 4 that is used to tune the stress of the detector membrane. The details of
each layer are included in Figure 7. The metal-poly-Si absorber stack is patterned into a grid with plasma dry etching to
control the optical impedance of the grid and to allow for easier removal of the underlying sacrificial oxide during device
fabrication. For all device types the detector is electrically isolated from the substrate by suspension over an optical cavity,
which acts as an optical resonator. The optical cavity and absorber form a quarter-wave resistive absorber (see section 2.2).
The detector’s performance can be optimized for specific wavelengths by varying the depth of the cavity. Here the detector
output was maximized for the target LWIR wavelength of 10µm by setting the cavity depth to 2.5µm.
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Figure 7. Pseudo-colored scanning-electron micrographs (a, d, e) and cross-sectional schematics (b, c) of nano-thermoelectric
infrared bolometers A–C4 and I–II7. The dimensions and material characteristics of the device layers are included in Table (f).

The nano-thermoelectric bolometers have been fabricated on 150 mm single-side polished p-type (1 – 50 Ωm) silicon
wafers4,7. All wafers started with the deposition of 2.5µm sacrificial SiO2 using LPCVD with tetraethyl orthosilicate
(TEOS). In the case of the wafers with SiNx stress-compensating frame, the SiNx was deposited using LPCVD and
patterned using plasma dry etching. After SiNx deposition, the poly-Si layer was deposited by LPCVD, followed by
patterned implantation and poly-Si plasma dry etching. In the case of the Al2O3 devices, the poly-Si was deposited and
processed first, followed by atomic layer deposition of Al2O3, which was patterned using wet etching. For the SiNx and
Al2O3 detectors the absorber metals were sputtered: 30 nm TiW and 50 nm TiN, respectively. The absorber metal was
patterned using plasma dry etching to form the detector grid and to enable access to selectively remove the underlying
sacrificial oxide to suspend the detector membrane. Finally, the sacrificial SiO2 is etched using HF-vapor to release the
devices and to form the optical cavity.
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The opto-electro-thermal characteristics of the fabricated nano-thermoelectric infrared bolometers are summarized in
Table 3. The differences in the device speeds are determined by the absorber sizes (Aabs) and beam dimensions as they
determine the thermal masses and thermal conductances. The small devices (A, B, I–II) are remarkably fast (for thermal
detectors) with thermal time constants τ of 66 µs (Dev. A) and around 200 µs (larger devices) and the corresponding
thermal cutoff frequencies around 2400 Hz and 800 Hz, respectively. These detectors allow infrared signals up to several
kHz to be measured, depending on the required signal-to-noise ratios.

Table 3.  Opto-electro-thermal characteristics of the nano-thermoelectric infrared bolometers4,7.

Device A B C I II

Thickness of thermoelectric poly-Si 80 nm 70 nm

Absorbing material TiW 30 nm TiN 50 nm

Absorber area [µm2] 24.524.5 24.624.6 39.6 24.224.2 25.125.1

Measured thermal time constant τ [µs] 66 190 3596 197 208

Total bolometer resistance Rtot [kΩ] 50.0 11.9 86.4 6.5 9.1

Resistance of thermoelectric beams Rbeams
[kΩ]

2.5 2.7 58.1 2.7 2.7

Measured responsivity RV to 200 °C BB
radiation [V/W]

179 494 2930 334 398

Optical noise equivalent powerb (NEP)
[pW/Hz1/2]

160 28 13 31 31

Optical NEP determined by Rbeams onlyb,c

[pW/Hz1/2]
36 13 11 20 17

Specific detectivityb,c D* [107 cmHz1/2/W] 1.5 8.7 30.9 7.9 8.2

D* determined by Rbeams onlyb,d

[107 cmHz1/2/W]
6.9 18.4 37.7 12.3 15.1

b200 °C blackbody (BB) radiation.
cSensitivity determined by total resistance, which is limited by additional series resistance such as contact resistance. Calculated using
eq. (3) with R = Rtot.
dLimiting sensitivity determined by the resistance of the thermoelectric beams. Calculated using eq. (3) with R = Rbeams.

The differences in the responsivities are caused by the slight differences in the total Seebeck coefficient S of the
nanomembrane and larger differences in the absorber areas Aabs, thermal conductivities Gth, and absorber efficiencies η,
which are, in turn, caused by differences in the non-optimal matching to vacuum impedance4,7 (see section 2.2). The
absorber efficiency can be improved by optimizing the absorber grid dimensions for better impedance matching and by
improving the reflectance of the back reflector4. The fact that relatively high responsivities were obtained demonstrates
how well the quarter-wave absorber can work even with non-optimal parameters.

The voltage noise of these bolometers is due to the Johnson-Nyquist noise4, which is determined by the total resistance
of the bolometer Rtot [see eq. (3)]. As Table 3 shows, the optical NEPs of the devices are determined by their responsivities
RV and the total resistances Rtot. Notably, the optical NEP of Device C is the same as the electrical NEP of electro-thermal
device SC-B (Table 2).

The total resistance Rtot comprises of the resistance of the thermoelectric beams Rbeams, the resistance of the absorber
grid, and the potential contact resistance between the absorber metal and the poly-Si. The resistance of the absorber grid
has ideally only little contribution to the total resistance of the devices as the effective sheet resistance of the absorber grid
is close to the vacuum impedance (377 Ω)4. The poly-Si–metal contact resistance can be high, as in the case of Device A
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(see Table 3). Therefore, the optimization of contact resistance by material and process development is crucial. The
performance can be further improved by geometrical optimization of the thermoelectric beams for improved 𝑍𝑇4.
Optimization of the bolometer resistance and optical absorption will improve the optical NEPs of these bolometers to the
same and lower level as the electrical NEPs of the electro-thermal devices.

To compare the nano-thermoelectric infrared bolometers with the state-of-the-art thermal detector technologies, the
time constant and specific detectivities D* of commercial and non-commercial LWIR bolometers are plotted in Figure 8.
Our bolometers are fast, and the fastest detector in the graph is Device A. Our devices are also relatively sensitive, and by
optimization of the device resistance and optical absorption their specific detectivities can be further improved4. In
addition, we estimate that by utilizing 9-nm-thick poly-Si nanomembranes, we could, depending on the device design,
realize either faster or more sensitive detectors than the state of the art.

Figure 8. Time constants τ and specific detectivities D* of the nano-thermoelectric bolometers4,7 and of commercial and non-
commercial LWIR bolometers4,28.

6. ESTIMATION OF PERFORMANCE OF NANO-THERMOELECTRIC BOLOMETERS
We have used the device models of section 2.1 to show that silicon and metal nanomembranes can be used as high-

performance active materials of thermoelectric bolometers29,30. The effect of the membrane thickness on the device
performance is shown in Fig. 9, where D* and τ of detectors with Ti absorbers and 3 different absorber sizes and leg
geometries are plotted. The absorber area Aabs and the leg geometries defined by the number of squares in the legs N,
determine the speed of the detectors via the thermal mass (Cth) and the thermal link (Gth). Aabs also determines D* as it
governs the amount of radiation absorbed. The membrane thickness tTE has a profound effect on the device performance
as it determines the thermal mass and the thermal conductivity of the nanomembrane (see Fig. 5). When tTE decreases, Gth

decreases both due to the geometric effect (Gth ∝ tTE) and the drastic decrease of thermal conductivity of the
nanomembrane, which leads to increase in 𝑍𝑇. These leads to increase in D* with decreasing tTE. The dependence of
τ = Cth/Gth [eq. (1)] is more complex as both Gth and Cth decrease with decreasing tTE. Dependencies of further device
parameters are discussed in Refs. [29, 30]. In overall, these calculations show that in infrared detectors, nano-
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thermoelectric silicon has the potential to realize the detector performance close to the fundamental limit determined by
the thermal fluctuation noise only42.

Figure 9. Calculated specific detectivities D* and thermal time constants τ of Si-nanomembrane-based thermoelectric
bolometers with 10 nm Ti absorber and different absorber areas and leg geometries as functions of the membrane thickness
tTE29. The absorber area Aabs and the number of squares in the n- and p-type thermoelectric legs N are indicated in the graph.
The dotted lines are the case where the absorber comprises of Ti only, and the solid lines are the case where the absorber is
made of both Ti and Si nanomembranes. Resistivity of 1 mΩcm and the thermal conductivity model of Fig. 5 was used for the
Si-nanomembrane in the calculations. The black dashed line is the background radiation limit for thermal detectors in the full
spectrum and half space case at 300 K42. Beyond this limit the estimated detector D* is limited only by the external background
noise. Further parameter values and details are given in Ref. [29].

7. CONCLUSIONS
Phonon-engineered silicon nanomembranes enable the realization of cost-effective and high-performance electro-

thermal devices for thermal experiments and infrared bolometers for a wide range of optical imaging and sensing
applications such as night vision and optical chemical sensing. The nano-thermoelectric IR bolometer design is based on
the quarter-wave resistive absorber, where the wavelength range of interest can be selected by the cavity depth and absorber
design. In principle, designs could be made for the entire infrared range. We have shown that the nano-thermoelectric
infrared bolometer technology can exceed the state-of-the-art thermal detectors.
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ABSTRACT

Microbolometers are well-established sensing elements for uncooled thermal imaging applications. Benefits in
both costs and power consumption allow microbolometers to be a competitive alternative as compared to cooled
infrared detectors in most common infrared imaging scenarios. Until now, microbolometers are designed and
optimized for the long wavelength infrared (LWIR) regime ranging from 8 µm to 14 µm. However, the mid
wavelength infrared (MWIR) regime ranging from 3 µm to 5 µm is also of great interest for a wide range of
applications that can benefit from the advantages of a technological concept relying on microbolometers. For
this reason, Fraunhofer IMS developed an uncooled thermal imager based on microbolometers targeting the
wavelength spectrum of the MWIR for high temperature imaging applications. A novel imager technology based
on Fraunhofer IMS’s microbolometer process for lateral leg bolometers providing QVGA resolution (320 x 240)
in case of a pixel pitch of 17 µm but transferred to the MWIR regime will be presented here. In order to increase
the sensitivity in the MWIR, the transmission characteristics of the vacuum package have been adopted to meet
the requirements of this wavelength region. The resulting spectral sensitivity of our MWIR imagers was verified
by means of an electro-optical test setup making use of a high temperature black body radiator. In addition, the
actual design of the microbolometer membrane has been optimized to reduce the overall thermal capacitance,
resulting in thermal time constants up to 30 % lower than those of our standard LWIR imager.

Keywords: high-temperature imaging, uncooled thermal imaging, microbolometer, LWIR, MWIR, spectral
sensitivity, thermal time constant

1. INTRODUCTION

According to Planck’s law, objects with a heat signature in the mid wavelength infrared (MWIR) ranging from
3 µm to 5 µm also emit thermal radiation in the long wavelength infrared (LWIR) regime ranging from 8 µm
to 14 µm. Therefore, in many imaging scenarios, objects that emit thermal radiation primarily in the MWIR
can also be visualized using LWIR cameras. However, there is a wide range of situations where an explicit
distinction between MWIR and LWIR is beneficial. Different weather conditions (humidity, rain, clouds, ..),
background structures, sun reflections as well as the object’s temperature and distance may have an impact on
the detectability of certain structures or targets.1,2 Also flame detection, the visualization and analysis of gases
or combustions at high temperatures are relevant imaging scenarios in the MWIR.3,4

However, uncooled thermal MWIR imaging may not only be of great interest for civil use cases. Also security
and military applications might drastically benefit from the introduction of this wavelength regime in addition
to the standard LWIR. Uncooled thermal MWIR imaging not only allows for a visualization of reflections re-
sulting in a more natural, i.e. VIS-like, viewing but is also less susceptible to atmospheric conditions stemming
from either humidity in case of water vapor or CO2 in the atmosphere. The latter circumstances result in an
increased absorption, scattering, and refraction of LWIR radiation whereas MWIR radiation may penetrate the
atmosphere much less affected. In consequence, uncooled thermal MWIR imaging may enable longer detection
ranges, which are more than 2 times farther than in case of visualization through the LWIR regime.5
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There are already established technical solutions for the aforementioned application scenarios using cooled
detector technologies. Although some benefits of a higher sensitivity and higher frame rate cannot be easily
overcome by an uncooled detector technology, there still is plenty of room for microbolometers in mobile and
battery-operated cameras. In this paper we present our first results of our MWIR imager technology based on
microbolometers with reduced thermal capacitance in a mid wave optimized vacuum chip-scale package.

2. CONCEPT OF UNCOOLED THERMAL MWIR IMAGERS

Uncooled thermal imaging realized by microbolometers as the actual sensing element relies on two technological
key requirements, regardless of whether MWIR or LWIR is the respective wavelength regime of interest: On
the one hand, a hermetic sealing of the microbolometers within a compact vacuum package is indispensable to
minimize thermal losses to the environment stemming from convection. On the other hand, the absorption of the
incoming infrared radiation within the microbolometer itself has to be maximized to ensure a sufficient heating of
the sensing membrane correlating to a proportional change in electrical resistance with the latter being evaluated
by a readout integrated circuit (ROIC).

However, hermetic sealing of the microbolometers within a compact vacuum package requires an implemen-
tation of an IR-transparent lid to allow the incoming infrared radiation to lossless penetrate the latter before
reaching the actual microbolometer. Transmission of this IR-transparent lid is typically enhanced by fabricating
an anti-reflective coating (ARC) on top. In this paper, we demonstrate an ARC not only optimized for the full
MWIR regime but also tunable for the desired peak wavelength in the MWIR.

Absorption of uncooled thermal LWIR imagers is typically optimized by implementation of a so-called λ/4
resonator enabling standing waves between the microbolometer and a reflective area, typically deposited on top
of the wafer substrate. Their resonance results in a maximized amplitude and intensity, respectively, and in con-
sequence, in a maximized absorption in the microbolometer. However, the proven concept of the λ/4 resonator
cannot be directly transfered from the LWIR to the MWIR regime as it would result in a drastically reduced
distance between microbolometer and substrate increasing the risk of thermal losses in case of mutual contact.
Therefore, alternative design concepts had to be developed to reliably shift the absorption peak from the LWIR
to the MWIR regime.

2.1 MWIR Anti-Reflective Coating for Vacuum Packaging

Fraunhofer IMS has developed a simple design concept for anti-reflection coatings in the MWIR by using a multi-
layer structure with a total thickness much smaller than the relevant wavelength. Such thin multilayer structures
can change the effective refractive index of optical media and allow for high transmission for the wavelength of
interest.6 Compared to the different types of nanostructure anti-reflective coatings,7 the multilayer coating is a
simple and cost-effective method that provides design freedom to tune the transmission of the lid.

In this section, we present the results of simulation and optical investigation of the lid with high transmission
in an optimized wavelength range. The simulation of the multilayer structures was performed using OpenFilters,
an open-source software for designing and optimizing optical filters. A layer stack of silicon nitride (Si3N4) and
silicon dioxide (SiO2) was simulated as a multilayer anti-reflective coating on both sides of a silicon substrate.
Fig. 1(a) shows an example of the simulated transmission spectra for different thicknesses of Si3N4 and a fixed
thickness of 600 nm of SiO2. Varying the nitride thickness results in a shift in the wavelength range and a change
in intensity of the transmission peak. However, a significant reduction in the transmission spectrum is observed
at about 9.3 µm due to the high extinction coefficient of SiO2 at this explicit wavelength. Hence, by using
a multilayer anti-reflective coating, control and tuning of the transmission spectrum of the lid for the desired
spectral range can be achieved.
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(a) Simulated Transmission spectra of layer stacks
composed of Si3N4 and SiO2.

(b) Comparison of simulated and measured transmission
spectra for first time manufactured MWIR lid.

Figure 1. Transmission spectrum of MWIR lids.

Based on these simulation results, a MWIR-transparent lid was fabricated by using Si3N4 and SiO2 on both
sides of the silicon substrate. The optical characterization of the lid was performed using Fourier transform
infrared (FTIR) spectroscopy. Fig. 1(b) shows the simulated and measured transmission spectra for the MWIR
lid. A good match between the simulation and experimental results can be observed in the MWIR regime. How-
ever, the simulation overestimates the transmission for wavelengths above 8 µm. This overestimated transmission
stems from the used material data8 for Si3N4, which matches to the optical properties of our Si3N4 in the MWIR,
but does not provide any data for the optical extinction coefficient. However, it is known from literature,9 that
Si3N4 has a non-negligible optical extinction coefficient in the LWIR. Since this data set did not fit to our material
in the MWIR, we focused on a more accurate simulation of the transmission in the MWIR. All in all, an opti-
mized MWIR lid with a high transmission spectrum in the MWIR and a maximum at about 4.5 µm was achieved.

2.2 Absorption Enhancement of Microbolometers in the MWIR

The absorption range of a microbolometer is typically defined by the optical path between a reflective metal on
top of the CMOS circuitry and an absorption layer within the microbolometer membrane, which are together
arranged as a λ/4 resonator. This concept has proven itself for many decades of microbolometer designs for
uncooled thermal imaging in the LWIR.

The idea of a resonator based microbolometer was adapted here to shift the maximum of the absorbed ther-
mal radiation from the LWIR in the MWIR. For this purpose, the design of the microbolometer was modified
in that way that a reduced optical path between reflective area and absorption layer was successfully achieved
without increasing the risk of a thermal short circuit between microbolometer and substrate.

3. PERFORMANE OF UNCOOLED THERMAL MWIR IMAGERS

As a measure of the electro-optical performance of our uncooled MWIR imagers, we consider their noise equiv-
alent temperature difference (NETD), spectral sensitivity and thermal time constant. Although MWIR imagers
do not have their specified maximum sensitivity at the standard LWIR target wavelength at 10 µm, they are
nevertheless analogously evaluated with respect to LWIR imagers in terms of their NETD measured close to
standard room temperature at 293 K.10,11 However, to be able to evaluate the imaging properties of our MWIR
imager to the full extent, we combine these standard NETD measurements with the imagers’ spectral sensitivity,
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which is measured in a test setup based on a high-temperature black body radiator. These main performance
parameters will be supplemented by measurements of the thermal time constant.

The performance parameters mentioned above are evaluated with Fraunhofer IMS’s QVGA ROIC.12 The
MWIR lids (compare section 2.1) are finally integrated in our vacuum chip-scale-package (CSP) to combine the
adapted microbolometers and lids in a full-featured uncooled MWIR infrared focal plane array (IRFPA).

To illustrate the conceptional functionality of our MWIR imager, we present and compare three variants of
our infrared imagers based on our standard LWIR IRFPA (17 µm @ QVGA):

1. LWIR imager (LWIR lid and LWIR-optimized microbolometers)

2. MWIR-like imager (MWIR lid and LWIR-optimized microbolometers)

3. MWIR imager (MWIR lid and MWIR-optimized microbolometers).

As an example, a MWIR variant with MWIR lid (left side) and a LWIR imager (right side) are shown in Fig. 2.

Figure 2. Picture of used uncooled thermal imagers. Left: Imager with MWIR lid. Right: Imager with LWIR lid.

3.1 NETD

The NETD is determined by means of an electro-optical characterization based on a test setup with two black
body radiators at different temperatures. Black body temperatures are set to 293.15 K and 308.15 K respectively,
thus resulting in a black body temperature difference of ∆TBB = 15 K. Measurements are performed with f/1
optics at 30 Hz. The NETD is a measure of the responsivity R = ∆Dout/∆TBB with ∆Dout being the difference
of the digital output values at the two different black body temperatures, but additionally considers the total
noise of both the microbolometers itself and the ROIC 〈Dout〉. Thus, NETD is used as the key quantity to
evaluate the sensitivity of a thermal imager and is given by Eq. 1:

NETD =

√
〈Dout〉2

R
. (1)

Fig. 3 shows the measured NETD values for all three types of investigated imagers composed of different
types of microbolometers and lids (compare section 3).
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Figure 3. NETD of LWIR and MWIR uncooled thermal imagers measured at 293 K.

While our standard IRFPA for uncooled thermal imaging (composed of LWIR microbolometers and LWIR
lid) reveals as expected a low NETD of around 50 mK, the use of our MWIR lid increases the NETD by a factor
of ∼ 5. This effect is mainly stemming from the highly reduced transmission of the MWIR lid in the LWIR
regime (compare Fig. 1 (b)). On the other hand, the actual microbolometers do not show a significant difference
regarding their thermal sensitivity in the LWIR. So even our MWIR-optimized IRFPAs composed of the MWIR
microbolometers and the MWIR lid have a certain sensitivity in the LWIR regime, which is mainly limited by
the transmission characteristics of the lid.

3.2 Spectral Sensitivity

Spectrally resolved responsivity measurements were carried out to further compare the electro-optical response
of the imagers. A high temperature cavity black body set to 800 K was used as radiation source. A series of
bandpass filters with center wavelengths (CWL) from 3.5 µm to 10.5 µm and a bandwidth of 0.5 µm completed
the setup. The results are shown in Fig. 4(a). The steep drop for responsivities beyond 6 µm is due to the use
of a MWIR camera lens, whose transmission is strongly reduced for higher wavelengths and as a reason for this
has a limiting effect here. However, the three different types of imagers can be compared qualitatively in terms
of their performance in the MWIR range.

According to Plancks law, the spectral exitance Me (λ) of a black body is a function of the corresponding
wavelength. Thus, the irradiance received by the device under test differs from filter to filter. In order to account
for this effect, the relative irradiance Er at 800 K was calculated for each filter using empirical data of their
respective transmittance T(λ):

Er =

∫
Me (λ)T (λ) dλ∫
Me (λ) dλ

. (2)

The results weighted by Er are presented in Fig. 4(b). The maximum sensitivity of the imager adapted for the
MWIR is at about 4.5 µm which is in good agreement with the transmission spectra of the lid shown in Fig. 1(b).
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(a) Responsivity. (b) Spectral sensitivity.

Figure 4. Spectral sensitivity of LWIR and MWIR imagers between 3.5 µm and 10.5 µm.

Fig. 5 compares the spectral sensitivity of both MWIR imager variants to our standard LWIR imager within
our region of main interest. Due to the steep decrease of the used MWIR camera lens’ transmission, only state-
ments of the relative performance with respect to each other can be made. However, a comprehensive analysis of
the full spectral range including both MWIR and LWIR is not possible with the used test setup. Nevertheless,
it is demonstrated that the performance of the MWIR imager exceeds the sensitivity of the LWIR imager by a
factor of 2 at our MWIR center wavelength of about 4.5 µm.

Figure 5. Spectral sensitivity of MWIR imagers relatively compared to our LWIR imager between 3.5 µm and 5.5 µm.
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3.3 Thermal Time Constant

The thermal time constant is determined by measuring the required time for a full signal rise and signal drop,
respectively, of the digital output values Dout towards a stable plateau in a dynamic scene with two defined tem-
perature levels by using a rotating chopper wheel. The frequency of the chopper wheel is set to 4 Hz to ensure
saturation of the digital output values Dout at both the lower and the upper temperature level, corresponding
to the blades of the chopper wheel and the surface of the black body radiator, respectively. Subsequently, the
thermal time constant τ is estimated by an exponential fit following ∼ e−t/τ at the rising or falling edge of the
time-resolved signal of the digital output values Dout for a selected part of the microbolometers in the middle of
the QVGA imager.

Figure 6. Mesurement of thermal time constant of uncooled LWIR and MWIR imagers.

Fig. 6 depicts both the measurement results for our standard LWIR imager and its modified MWIR version.
The imagers discussed here each use the microbolometers optimized for their spectral range and the corresponding
lid following the definitions from section 3. Due to our conceptional adjustments to shift the resonator condition
towards the MWIR range, a decrease in thermal capacitance resulting in a lower thermal time constant could
be achieved. Thus, the thermal time constant of the MWIR imager was reduced by nearly 30 % as compared to
the LWIR version.
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3.4 MWIR Imaging Sceneries

To demonstrate full functionality and discriminability of both imaging technologies, two test sceneries were cap-
tured by our LWIR and MWIR imager respectively. Fig. 7 depicts a lighter as a hot infrared emission source to
illustrate the different parts of the emitted spectrum covering both LWIR and MWIR.

(a) Lighter in hand taken by LWIR imager. (b) Lighter in hand taken by MWIR imager.

(c) Lighter behind silica glass taken by LWIR imager. (d) Lighter behind silica glass taken by MWIR
imager.

Figure 7. Images of two test sceneries with a lighter plus flame, either taken by the LWIR or the MWIR imager.

As expected, the LWIR images in Fig. 7 impress with a sharp visualization of the complete scenery, whereas
the MWIR images can only resolve hot areas of the images in high contrast. This observation correlates with
the measured NETD values (compare section 3.1). In addition, the setup with the silica glass in front of the
lighter is a convenient example to demonstrate silica glass appearing transparent to the MWIR portions of the
spectrum emitted by the flame whereas silica glass is opaque for LWIR parts of the infrared spectrum. With the
help of this effect, an extended scene contrast can be achieved when combining both images.
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4. SUMMARY AND OUTLOOK

In this publication, we presented Fraunhofer IMS’s first measurement results of uncooled thermal imagers opti-
mized for the MWIR regime ranging from 3 µm to 5 µm. For this purpose, both the lid of the vacuum packaging
as well as the resonating structure of the microbolometers have been accordingly adjusted. Combining these
effects, we were able to demonstrate a spectral sensitivity which is twice as high at a wavelength of around
4.5 µm as compared to our LWIR imagers featuring a NETD of ∼ 55 mK. Differences in the visualization of the
two spectral ranges could be highlighted by means of two specific test sceneries, which at the same time allowed
to successfully demonstrate the functionality of the new developed MWIR imagers.

Our developed MWIR lid increases the transmission in the MWIR range for about 20 - 40 % in comparison to
our established LWIR version. The use of a multilayer coating composed of Si3N4 and SiO2 allows to effectively
tune the absorption maximum to the desired target wavelength. The accompanying reduction of the transmission
in the LWIR is mainly caused by the strong absorption of Si-O bonds within the silicon dioxide between 8 µm
to 10 µm. This effect explains the increase of the NETD which is measured close to room temperature resp. in
the LWIR.

In addition to the optimized lid, we were able to demonstrate a further beneficial impact on the mid wave
spectral sensitivity by adjusting the microbolometers’ resonating absorption condition. Furthermore, due to
these improvements the thermal time constant could be reduced by nearly 30 % as compared to the LWIR
imagers to around 11 ms.

The high values of the measured NETD of our uncooled MWIR IRFPA mainly stem from a non-optimized
transmission of the lid in the LWIR regime as discussed in detail in the previous sections. However, if solely
focusing on high temperature imaging applications for black body temperatures in the range of 800 K or above,
this limitation does not come into play enabling already now a wide field of use case scenarios as fire or gas
detection. If uncooled thermal MWIR imaging should be expanded to black body temperatures in the range of
300 K, the lid has consequently to be adapted to be reliably transparent over a broad regime in the IR covering
both MWIR and LWIR. When optimizing the transmission of the lid in the LWIR, focus of our future research
will be put on the analysis of the discrepancy between simulation and FTIR measurement enabling room for an
improved transmission up to a factor of 2.5.

REFERENCES

[1] Breiter, R., Cabanski, W., Mauk, K.-H., Rode, W., Ziegler, J., and et al., “Multicolor and dual-band ir cam-
era for missile warning and automatic target recognition,” Targets and Backgrounds VIII: Characterization
and Representation Proc. SPIE 4718, 280–288 (2002).

[2] Turgut, B. B., Artan, G. G., and Bek, A., “A comparison of mwir and lwir imaging systems with regard
to range performance,” Infrared Imaging Systems: Design, Analysis, Modeling, and Testing XXIX Proc.
SPIE 10625, 1062512 (2018).

[3] Linares, R., Vergara, G., Gutirrez, R., Fernndez, C., Villamayor, V., and et al., “Gas and flame detection and
identification using uncooled mwir imaging sensors,” Thermosense: Thermal Infrared Applications Proc.
SPIE 9485, 94851F (2015).

[4] Olbrycht, R. and Kaluza, M., “Optical gas imaging with uncooled thermal imaging camera - impact of warm
filters and elevated background temperature,” IEEE TRANSACTIONS ON INDUSTRIAL ELECTRON-
ICS VOL. 67, NO. 11, 9824–9832 (2020).

[5] Swamidoss, I. N., Bin Amro, A., and Sayadi, S., “Systematic approach for thermal imaging camera calibra-
tion for machine vision applications,” Optik 247, 168039 (2021).

[6] Jung, S.-M. and et al., “Design and fabrication of multi-layer antireflection coating for iii-v solar cell.,”
Current Applied Physics 11.3, 538–541 (2011).

Proc. of SPIE Vol. 12737  1273703-9Proc. of SPIE Vol. 12737  1273701-32



[7] Weng, B. and et al., “Responsivity enhancement of mid-infrared pbse detectors using caf2 nano-structured
antireflective coatings,” Applied Physics Letters 104.2, 021109 (2014).

[8] Luke, K., Okawachi, Y., Lamont, M. R. E., and et al., “Broadband mid-infrared frequency comb generation
in a si3n4 microresonator,” Optics Letters Vol. 40, No. 21, 4823–4826 (2015).

[9] Kischkat, J., Peters, S., Gruska, B., and et al., “Mid-infrared optical properties of thin films of aluminum
oxide, titanium dioxide, silicon dioxide, aluminum nitride, and silicon nitride,” APPLIED OPTICS Vol.
51, No. 28, 6789–6798 (2012).

[10] Lee, H., Eom, J., Kang, K., Ryu, S., Jang, A., and et al., “640x512 dual-band midwave and longwave
infrared focal plane array at i3system,” Infrared Technology and Applications XLIX Proc. SPIE 12534,
125340L (2023).

[11] Demirer, N., Agca, G., Kaldirim, M., Yalinkilic, M., Akca, E., and et al., “Development of mwir t2sl
photodetectors at aselsan inc.,” Infrared Technology and Applications XLIX Proc. SPIE 12534, 125340I
(2023).

[12] Weiler, D., Hochschulz, F., Wuerfel, D., Lerch, R., Geruschke, T., Wall, S., Hess, J., Wang, Q., and Vogt,
H., “Uncooled digital irfpa-family with 17um pixel-pitch based on amorphous silicon with massively parallel
sigma-delta-adc readout,” Infrared Technology and Applications XL Proc. SPIE 9070, 90701M (2014).

Proc. of SPIE Vol. 12737  1273703-10Proc. of SPIE Vol. 12737  1273701-33



 
 

 
 

 
 

Mixed oxide provides an efficient solution to near infrared detection 
 

Antoine Cheneaua,b, Annick F. Dégardin*a,b, Alain J. Kreislera,b 

aUniversité Paris-Saclay, CentraleSupélec, CNRS, Laboratoire de Génie Électrique et Électronique 
de Paris, 91190 Gif-sur-Yvette, France; bSorbonne Université, CNRS, Laboratoire de Génie 

Électrique et Électronique de Paris, 75005 Paris, France 

ABSTRACT 

With the objective of producing high-performance infrared radiation detectors, we have undertaken the study of devices 
based on the Y-Ba-Cu-O material produced in amorphous film (a-YBCO) by DC sputtering at low temperature (< 150 °C) 
on p-doped silicon substrates coated with a SiOx oxide film. Two types of structures have been considered: simple planar 
structures, where a-YBCO is connected to in-plane metal contacts, and trilayer structures where a-YBCO is sandwiched 
between the two contacts. The near-infrared response was recorded with a laser source at 850 nm wavelength, amplitude 
modulated up to 40 MHz. The main characteristics of the responses are: i) a 𝑓𝑓+2 behavior at very low frequency (resulting 
from two dipolar relaxations); ii) a typically pyroelectric behavior in 𝑓𝑓+1 up to a few tens of kHz; iii) a maximum response 
followed by a decrease in 𝑓𝑓−1/2, reflecting the heat diffusion through the substrate. All of those results could be interpreted 
with the help of a theoretical model with adjustable parameters. Small size trilayer devices exhibit a very fast response 
(time constant: 11 ns). Besides, with noise equivalent power levels as low as 8 pW/Hz1/2 and detectivity values of 8×108 
cm⋅Hz1/2·W−1 at 1 MHz, our uncooled devices are standing at the state-of-the-art both in terms of sensitivity and bandwidth. 

Keywords: Y-Ba-Cu-O semiconductor, amorphous thin films, pyroelectric detectors, uncooled near-infrared detectors, 
pyroelectric model, fast pyroelectric response, noise equivalent power, detectivity  
 

1. INTRODUCTION 
Pyroelectric detectors are widely exploited in the field of infrared (IR) radiation uncooled sensors. A pyroelectric detector 
is a thermal detector based on a capacitive structure. By definition, a thermal detector which is wavelength independent 
exhibits a slow response, typically in the millisecond to few tens of microsecond range. The room temperature operation 
of such a detector allows a reduction in cost, size, and complexity. In view of miniaturization, dielectric material thin films 
exhibiting complementary metal oxide semiconductor (CMOS) compatibility for integrating the devices with their readout 
electronics have been largely investigated: lead zirconate titanate (PZT)1, lithium tantalate (LiTaO3)2, lithium niobiate 
(LiNbO3)3, zinc oxide (ZnO)4, aluminium nitride (AlN)5, hafnium oxide (HfO2)6, yttrium barium copper oxide (YBCO)7,8.  

The latter compound, YBa2Cu3O6+x, is well-known as a high critical temperature superconductor, for oxygen doping x 
above ~ 0.5. YBCO exhibits also a semiconducting phase when its oxygen content is low (i.e., x < 0.5). Semiconducting 
YBCO can be prepared at low temperature, typically 150 °C, in the form of amorphous films (hereafter called a-YBCO) 
under conditions that are fully compatible with silicon integration of CMOS readout circuitry9. Moreover, a-YBCO 
exhibits a high pyroelectric coefficient, a high absorption coefficient, and a low noise level, making this material an 
attractive solution for near-infrared (NIR) uncooled sensing8.  

In this paper, two types of detector geometries, fabricated on silicon substrates, have been investigated: planar devices, 
where the a-YBCO sensing film is deposited on the top of two metal contacts, and trilayer devices where the a-YBCO 
sensing film is sandwiched between two metal contacts. This latter geometry allows to decrease the detector access 
resistance, a possible advantage for preamplifier impedance matching. In section 2 of this paper, we shall detail the 
manufacturing steps and describe the experimental set-up for the device test at 850 nm wavelength. In section 3, we shall 
focus on the optical responses of these devices, their modelling in view of understanding the unconventional features of 
their response in relation with the detector geometry. Noise performances will be also considered before concluding in 
section 4. 
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2. EXPERIMENTAL DETAILS 
2.1 Thin film preparation 

a-YBCO thin films were deposited by off-axis direct current (DC) sputtering under a 33 Pa atmosphere of oxygen (45%) 
and argon (55%), using a two-inch cylindrical hollow target made of the superconducting YBa2Cu3O6.9 phase (Hitec 
Materials GmbH). The deposition temperature was about 150 °C and no further oxygenation step was performed; hence 
the so-obtained films were amorphous and exhibited the semiconducting deoxygenated YBCO phase9. The substrates were 
380 μm thick p-doped silicon wafers coated with a thermally grown 500 nm thick SiOx layer. The deposition rate was 
150 nm/hour, typically. The film surface was of low roughness (i.e., 3 to 5 nm rms) and the a-YBCO material conductivity 
was 𝜎𝜎DC = 1.7 mS/cm at room temperature10. 

2.2 Device structures 

We fabricated planar and trilayer detection structures, sketched in figure 1. The interest of studying both structures is 
related to the easiness of fabrication (case of planar devices) or to a small DC access resistance 𝑅𝑅DC (case of trilayer 
devices).  

For both structures, the fabrication process started with a gold / titanium lower metallization level, e-beam evaporated on 
the SiOx//p-doped Si substrate. Then the a-YBCO film formed the second technological level. Film thicknesses varied 
from 270 to 500 nm. The a-YBCO film was patterned using standard optical lithography to define the active area. The 
planar device (figure 1, left) has the advantage of its fabrication simplicity. However, the distance between contact pads 
(represented by the ℓ values) ranged in the tens or hundreds of µm: so 𝑅𝑅DC values were high (a few MΩ), which can present 
further difficulties for low-noise readout electronics optimization. The trilayer device (figure 1, right) contains a gold / 
titanium upper metallization level over the a-YBCO sensing film. This type of device offers the advantage to exhibit an 
access resistance of a few hundred ohms only, mainly because the ℓ value is of a few hundred nm, which corresponds to 
the film thickness in this geometry. Some physical and geometrical parameters of the a-YBCO devices studied hereafter 
are gathered in table 1.  

 
Figure 1. Schematic views of the two a-YBCO-based detector geometries: (left) planar and (right) trilayer. Top: cross sections; 
bottom: top views. The DC access resistance is given by the well-known formula: 𝑅𝑅DC = 𝜌𝜌 ℓ 𝑤𝑤𝑤𝑤⁄ , where 𝜌𝜌 is the a-YBCO 
material resistivity, and ℓ, 𝑤𝑤 and 𝑤𝑤 are the geometrical dimensions of the a-YBCO sensing element. More specifically, ℓ is 
the distance between contact pads. 

 
2.3 NIR test bench 

A schematic of the NIR experimental set-up is shown in figure 2. The output beam intensity of a VCSEL-type laser source 
emitting at wavelength 𝜆𝜆 = 850 nm was electronically modulated at a frequency 𝑓𝑓. This output beam was collimated and 
focused onto the device inserted in a cryostat, which insured efficient shielding, while keeping an operation temperature 
of ≈ 290 K. The pyroelectric current 𝑖𝑖p provided by the unbiased device as a response to the modulation frequency was 
readout with a low noise transconductance preamplifier, followed by a synchronous detector (lock-in amplifier). The 
modulation frequency varied from a few Hz to 40 MHz (limit due to the cutoff of our high frequency transconductance 
preamplifier). 
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Table 1. Types of detector devices. 

Sample 
# 

Type Film thickness  
(nm) 

Capacitor electrode 
area (µm2) 

𝟏𝟏/𝓵𝓵𝟐𝟐 
(µm–2) 

𝑹𝑹𝐃𝐃𝐃𝐃 
(Ω) 

Pl-1 Planar 500 ± 10 250 6.3×10–6 9.4×106 

Pl-2 Planar 450 ± 10 45 1.1×10–3 3.9×106 

Tr-1 Trilayer 390 ± 10 4000 6.6 580 

Tr-2 Trilayer 270 ± 10 4000 13.7 397 

Tr-3 Trilayer 270 ± 10 2000 13.7 794 

 

 
Figure 2. Experimental set-up for NIR tests.  

 

The same lock-in amplifier was also used to measure the noise current density 𝑖𝑖n (expressed in A/Hz0.5). Due to the noise 
statistical nature, subsequent adequate statistics treatment was undertaken, as described previously elsewhere8. From noise 
measurements, we extracted the noise equivalent power 𝑁𝑁𝑁𝑁𝑁𝑁 (in a 1 Hz bandwidth) and specific detectivity 𝐷𝐷∗ values of 
the devices, according to: 

 𝑁𝑁𝑁𝑁𝑁𝑁 = 𝑖𝑖n ℛi⁄  , (1) 

 𝐷𝐷∗  = √𝐴𝐴 𝑁𝑁𝑁𝑁𝑁𝑁⁄ , (2) 

where ℛi = 𝑖𝑖p 𝒫𝒫inc⁄  is the device current responsivity (expressed in A/W), with 𝒫𝒫inc the effective incident power, and 𝐴𝐴 
is the effective pixel area which collects the NIR radiation. 𝒫𝒫inc was carefully deduced from a detailed geometrical 
description of the sample arrangement. 

 

3. NIR PERFORMANCES OF a-YBCO THIN FILM DEVICES 
3.1 Optical response 

Figure 3 exhibits the current output responses of a-YBCO planar and trilayer devices, for which similar band-pass type 
trends can be observed, as for traditional pyroelectric detectors. Indeed, a high-pass behavior is observed at low frequency, 
which is typical of a pyroelectric response (capacitive effect). However, an unconventional 𝑓𝑓2 slope can be identified at 
very low frequency. A maximum current response is then reached, at a lower frequency (≈ 30 kHz) for the planar devices 
than for the trilayer ones (≈ 200 kHz): these frequency values are higher than those for devices based on regular 
pyroelectric materials, which are considered as slow. Finally, an unconventional low-pass behavior close to 𝑓𝑓−1/2 can be 
observed at higher frequencies, which is typical of heat diffusion through the substrate. These behaviors are discussed in 
the following subsection. 
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Figure 3. Experimental pyroelectric current as a function of modulation frequency, for a-YBCO based sensing devices: (left) 
two planar devices (orange and pink curves) and one trilayer device (blue curve); (right) two trilayer devices, with slope values 
indicated.  

 

3.2 Model and interpretation 

3.2.1 Regular pyroelectric model 

Before analyzing in detail the results obtained with our a-YBCO based devices, let us consider first the modeling of a 
regular pyroelectric detector. Figure 4 shows the basic sketches concerning such a regular detector type. 

       
Figure 4. Regular pyroelectric detector. (left) Sketch of a pyroelectric structure based on a thin film capacitor, including an 
absorbing layer. (center) Diagram of equivalent electrical circuit for the pyroelectric detector combined with its amplifying 
circuit. (right) Sketch of the voltage responsivity as a function of modulation frequency. See text for details about quantities 
mentioned in the sketches. 

 

The response in the harmonic regime of a regular pyroelectric detector to a sinusoidally amplitude modulated power is 
determined in three steps. 

i) The incident power variation ∆𝒫𝒫inc absorbed by the pyroelectric material implies a material temperature variation Δ𝑇𝑇, 
which can be expressed as follows: 

 
Δ𝑇𝑇

∆𝒫𝒫inc
= 𝜂𝜂

𝐺𝐺th(1+𝑗𝑗𝑗𝑗/𝑗𝑗th)
 ,  (3) 

where  𝜂𝜂 is the absorption coefficient, representing the fraction of power actually absorbed by the sensing material, 𝐺𝐺th is 
the thermal conductance between the sensing area and the thermostat (at 𝑇𝑇0 = 290 K),  𝜔𝜔 is the angular frequency, and 
𝜔𝜔th = 𝐺𝐺th 𝐶𝐶th⁄ = 1 𝜏𝜏th⁄  is the thermal cutoff angular frequency, with 𝜏𝜏th = 𝐶𝐶th 𝐺𝐺th⁄  the thermal time constant and 𝐶𝐶th the 
thermal capacitance of the sensing volume. This corresponds to the behavior of a first order low-pass filter with a thermal 
cutoff frequency defined as 𝑓𝑓th = 𝜔𝜔th/2π. 

10-11

10-10

10-9

10-8

10-7

101 102 103 104 105 106 107 108

Py
ro

el
ec

tri
c 

cu
rr

en
t a

m
pl

itu
de

 (A
)

Modulation frequency (Hz)

#Tr-1

#Pl-1

#Pl-2

Laser wavelength: 850 nm
Temperature: 290 K

10-12

10-11

10-10

10-9

10-8

10-7

101 102 103 104 105 106 107 108

Py
ro

el
ec

tri
c 

cu
rr

en
t a

m
pl

itu
de

 (A
)

Modulation frequency (Hz)

f -1/2

Preamplifier
cutoff

Laser wavelength: 850 nm
Temperature: 290 K

f +1

f +2
#Tr-2

#Tr-3

Proc. of SPIE Vol. 12737  1273704-4Proc. of SPIE Vol. 12737  1273701-37



 
 

 
 

 
 

ii) The pyroelectric property of the sensing material implies that a temperature variation Δ𝑇𝑇 leads to a polarization variation 
Δ𝑁𝑁 = 𝑝𝑝Δ𝑇𝑇, with 𝑝𝑝 the pyroelectric coefficient of the material; Δ𝑁𝑁 is homogeneous to a variation of polarization charges 
Δ𝑄𝑄 per unit area, hence the occurrence of a pyroelectric current 𝐼𝐼p, as follows:  

 𝐼𝐼p(𝜔𝜔) = j𝜔𝜔𝐴𝐴Δ𝑁𝑁 = j𝜔𝜔𝐴𝐴𝑝𝑝Δ𝑇𝑇, (4) 

where 𝐴𝐴 is the effective area of the pyroelectric detector. Equations (3) and (4) lead to the pyroelectric current response: 

 
𝐼𝐼p(𝑗𝑗)

∆𝒫𝒫inc
= 

𝐴𝐴𝐴𝐴𝜂𝜂
𝐶𝐶th

j𝑗𝑗/𝑗𝑗th
(1+j𝑗𝑗/𝑗𝑗th)

 , (5) 

which behaves like a first order high-pass filter with the same thermal cutoff frequency 𝜔𝜔th, as defined in step i). 

iii) Finally, the pyroelectric current 𝐼𝐼p is converted into an output voltage 𝑉𝑉0: using the diagram of figure 4 (center), where 
𝑅𝑅d (respectively 𝑅𝑅a) is the resistance and 𝐶𝐶d (respectively 𝐶𝐶a) is the capacitance of the detector (respectively amplifier), 
we can deduce the resistance and the capacitance of the equivalent electrical circuit, as: 𝑅𝑅e = 𝑅𝑅d𝑅𝑅a (𝑅𝑅d + 𝑅𝑅a)⁄  and 
𝐶𝐶e = 𝐶𝐶d + 𝐶𝐶a; hence the output voltage:  

 𝑉𝑉0 = 𝐼𝐼p𝑅𝑅e (1 + 𝑗𝑗𝜔𝜔/𝜔𝜔e)⁄ ,  (6) 

where 𝜔𝜔e = 1 𝜏𝜏e⁄ = 1 𝑅𝑅e𝐶𝐶e⁄  is the electrical angular frequency, with 𝜏𝜏e = 𝑅𝑅e𝐶𝐶e the electrical time constant. According to 
equations (5) and (6), the voltage responsivity ℛv = |𝑉𝑉0 ∆𝒫𝒫inc⁄ | of a pyroelectric detector can be expressed, as follows: 

 ℛv = 
𝐴𝐴𝐴𝐴𝜂𝜂𝑅𝑅e

𝐶𝐶th

𝑗𝑗𝜏𝜏th
�1+(𝑗𝑗𝜏𝜏th)2  1

�1+(𝑗𝑗𝜏𝜏e)2 . (7) 

As shown in figure 4 (right), the frequency response of a regular pyroelectric detector is that of a bandpass filter with a 
low cutoff frequency 𝑓𝑓th of thermal origin and a high cutoff frequency 𝑓𝑓e = 1/2π𝜏𝜏e associated with the amplifying 
electrical circuit. 𝑓𝑓th values lie in the 0.1 to 10 Hz range and 𝑓𝑓e values lie at about tens of kHz, typically. 

This regular pyroelectric model could explain the band-pass type behavior of a-YBCO pyroelectric detectors developed 
by Butler et al.7 but obviously cannot explain the variations in slope of the current amplitude responses for our a-YBCO 
pyroelectric detectors: e.g., 𝑓𝑓+2 behavior at very low frequencies or 𝑓𝑓−1/2 behavior at high frequencies. Moreover, the low 
cutoff frequency observed for our pyroelectric detectors cannot be associated with the thermal cutoff frequency usually 
expected in the model of regular pyroelectric detectors. These inconsistencies led us to make substantial changes to the 
regular pyroelectric modeling, as explained in the following subsection. 

3.2.2 Advanced pyroelectric model 

The observed wide bandwidth response, together with the knowledge of the a-YBCO dielectric properties and the specific 
sensor geometry, led us to reconsider completely the orders of magnitude, as follows11. 

i) The slope variations in the current response at low frequencies (a 𝑓𝑓+2 behavior followed by a 𝑓𝑓+1 behavior) tend to 
show that the pyroelectric coefficient 𝑝𝑝 assumed to be constant in the regular pyroelectric model could in fact depend on 
frequency. We have linked this frequency dependence to the dielectric measurements of a-YBCO thin films, which 
exhibited two Debye’s dipolar relaxation frequencies: a low relaxation frequency 𝑓𝑓dip ≈ 200 Hz and a high relaxation 
frequency 𝑓𝑓dip

′ ≈ 20 kHz, observed at 300 K12. Thus, the pyroelectric current becomes:  

 𝐼𝐼p(𝜔𝜔) = j𝜔𝜔𝐴𝐴𝑝𝑝 
j𝑗𝑗/𝑗𝑗dip

1 +  j𝑗𝑗/𝑗𝑗dip
∙

j𝑗𝑗/𝑗𝑗dip
′

1 +  j𝑗𝑗/𝑗𝑗dip
′  Δ𝑇𝑇 , (8) 

with 𝜔𝜔dip = 2π𝑓𝑓dip and 𝜔𝜔dip
′ = 2π𝑓𝑓dip

′ . We therefore expect to observe a 𝑓𝑓+2 slope at frequencies below 𝑓𝑓dip, then a 𝑓𝑓+1 
slope between 𝑓𝑓dip and 𝑓𝑓dip

′ , followed by an horizontal plateau beyond 𝑓𝑓dip
′ . 

ii) Likewise, the thermal flux can no longer be described by means of a constant (e.g. interface) conductance 𝐺𝐺th, but 
through a frequency dependent heat diffusion process across the substrate thickness. Following the model detailed in 
Kreisler et al.11, the thermal contribution 1 𝐺𝐺th(1 + j𝜔𝜔/𝜔𝜔th)⁄  in (3) should be replaced by: 

 1 𝐺𝐺th0�1 + (𝜔𝜔 𝜔𝜔dif⁄ )1/2 + 𝑗𝑗(𝜔𝜔 𝜔𝜔dif⁄ )1/2 + 𝑗𝑗(𝜔𝜔 𝜔𝜔th
′⁄ )�⁄  , (9) 
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where 𝐺𝐺th0 is a constant11, 𝜔𝜔dif = 2π𝑓𝑓dif is the diffusion cutoff angular frequency and 𝜔𝜔th
′ = 𝐺𝐺th0 𝐶𝐶th = 2π𝑓𝑓th

′⁄  is the new 
thermal cutoff angular frequency. 

iii) Finally, when combining the previous equations (8) and (9), we obtain the current responsivity ℛi = �𝐼𝐼p ∆𝒫𝒫inc⁄ � for 
our a-YBCO pyroelectric detectors as: 

 ℛi =  
𝐴𝐴𝐴𝐴𝜂𝜂
𝐺𝐺th0

 𝑗𝑗

��1+�𝑗𝑗 𝑗𝑗dif⁄ �
2

+��𝑗𝑗 𝑗𝑗dif⁄  + 𝑗𝑗 𝑗𝑗th
′⁄ �

2
 𝑗𝑗/𝑗𝑗dip

�1 +  �𝑗𝑗/𝑗𝑗dip�2
 

𝑗𝑗/𝑗𝑗dip
′

�1 +  �𝑗𝑗/𝑗𝑗dip
′ �

2 |𝑅𝑅el(𝜔𝜔)|,  (10) 

where 𝑅𝑅el(𝜔𝜔) is the low-pass transfer function associated with the electronic readout circuitry.  

3.2.3 Discussion 

Measurements and modeling curves are depicted for two trilayer devices in figure 5. The parameters used to fit the model 
response curves for all the samples are given in table 2. Several points related to the comparison between experimental 
and modeling curves are discussed hereafter. 

i) Low frequency response – planar devices: two dipolar relaxation cutoff frequencies can be well identified, which values 
are in line with previous values obtained from a-YBCO film dielectric measurements using the Debye model namely,  
200 Hz and 20 kHz, as previously mentioned12. The 𝑓𝑓+1 behavior results from a dielectric dipolar relaxation of a-YBCO 
at 𝑓𝑓dip

′ ≈ 20 kHz, whereas the slope in 𝑓𝑓+2 at lower frequencies results from its combination with another dipolar relaxation 
at 𝑓𝑓dip ≈ 200 Hz.  

ii) Low frequency response – trilayer devices: the lower frequency relaxation at 𝑓𝑓dip ≈ 200 Hz can be still identified, 
whereas the high frequency relaxation 𝑓𝑓dip

′  is rather located in the 50 to 80 kHz range, as opposed to the 20 kHz value 
deduced from dielectric experiments. 

iii) High frequency response – both device types: as heat from the incident radiation is first absorbed before diffusing 
through the substrate, it is logical to find a diffusion cutoff frequency 𝑓𝑓dif lower than the thermal cutoff frequency 𝑓𝑓th

′ . 
Besides, the impact of the device size on the frequency response should be also discussed, as introduced below (see next 
point). In fact, the trilayer devices exhibit much higher 𝑓𝑓dif values (than for the planar ones), hence even larger 𝑓𝑓th

′  values, 
which is in favor of small size and very fast devices. 

iv) Dimensional considerations: from the device capacitance expression 𝐶𝐶 = 𝜀𝜀0𝜀𝜀r 𝑆𝑆 ℓ⁄ , it follows that the larger 𝐶𝐶 is, the 
larger the stored electric dipolar charge is, this latter being related to the whole volume 𝑉𝑉 of the capacitor. As 𝐶𝐶 𝑉𝑉⁄ ∝ 1 ℓ2⁄ , 
the dominant parameter 1 ℓ2⁄  should be maximized with large facing surfaces of area 𝑆𝑆; the resulting best choice is 
therefore the small device #Tr-2 (see table 1), which also offers the advantage of a small access resistance, so enhancing 
the easiness of impedance matching with readout.  

v) Frequency response consideration: besides, for device #Tr-2, our fastest device, the thermal cutoff frequency might be 
in fact higher than 15 MHz as our measurements, limited by the 40 MHz cutoff frequency of the preamplifier, were 
somewhat noisy in this frequency range. 

 
Table 2. Cutoff frequency values extracted from response model fitting as well as the computed value of the thermal time 
constant. 

Device  
# 

𝒇𝒇𝐝𝐝𝐝𝐝𝐝𝐝  
(Hz) 

𝒇𝒇𝐝𝐝𝐝𝐝𝐝𝐝
′  

(kHz) 
𝒇𝒇𝐝𝐝𝐝𝐝𝐝𝐝 

(kHz) 
𝒇𝒇𝐭𝐭𝐭𝐭

′  
(MHz) 

𝝉𝝉𝐭𝐭𝐭𝐭
′  

(ns) 

Pl-1 300 27 50 0.1 1600 

Pl-2 130 20 90 2  80 

Tr-1 250 80 650 3 53 

Tr-2 150 50 3400 15 11 

Tr-3 200 70 650 10 16 
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Figure 5. For a-YBCO trilayer devices, current amplitude responses as a function of the modulation frequency. The 
measurements (open symbols) are compared to analytical simulations (red dotted lines). For the model the values were 
adjusted according to the maximum amplitude. Characteristic frequencies are defined in the text.  

 
Figure 6. For an a-YBCO trilayer device, noise (dark) current spectral density as a function of elapsed time: measurements 
performed in a 1 Hz bandwidth at three modulation frequencies are here considered, for which the mean and standard deviation 
values of noise current were computed, as indicated in the graph. 
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3.3 Detector performance evaluation  

Noise values were recorded, as shown in figure 6 for a trilayer device, from which noise equivalent power 𝑁𝑁𝑁𝑁𝑁𝑁 and specific 
detectivity 𝐷𝐷∗ values were extracted (see table 3).  

From table 3, device #Pl-1, which sensing volume is 74 times larger than that of device # Pl-2, exhibits 𝑁𝑁𝑁𝑁𝑁𝑁 values of 
more than three orders of magnitude higher than those of device #Pl-2; moreover, device #Pl-1 is very slow. These 
arguments are in favor of realizing small size devices. Device #Pl-2 and device #Tr-1 exhibit similar sensing volume: 𝑁𝑁𝑁𝑁𝑁𝑁 
values of device #Pl-2 are between two and eight times higher than those of device #Tr-1. The values of their thermal time 
constants lie from 80 ns (#Pl-2) to 53 ns (#Tr-1), which is a significant performance improvement. Device #Tr-1 exhibits 
also a large bandwidth over several hundreds of kHz. These arguments are in favor of realizing trilayer devices, although 
an optimized small size planar device might also provide correct performances with the advantage of easiness of 
fabrication.  

Considering trilayer devices only, all three devices exhibit a large bandwidth, with a value peaking above  
1 MHz for device #Tr-2. The 𝑁𝑁𝑁𝑁𝑁𝑁 lies below 6 pW/Hz½, and 𝐷𝐷∗ peaks above 109 cm·Hz1/2·W−1 at 100 kHz, which is close 
to the room temperature theoretical limit for uncooled detectors (∼ 1.8×1010 cm·Hz1/2·W−1)13. The very short time constant 
values (< 16 ns) for devices #Tr-2 and #Tr-3 are also worth noticing.  

It is also worth comparing the performance data of our detectors with those of LiTaO3 or PZT-based sensors commercially 
available or reported in the literature, as gathered in table 4. It clearly appears that our a-YBCO-based devices exhibit 
better detectivity (as checked up to ∼ 1 MHz modulation frequency, even above 1 MHz for device #Tr-2, which cannot be 
reached by regular pyroelectric detectors) and are much faster by several orders of magnitude. 

 
Table 3. NIR performances of our a-YBCO uncooled pyroelectric detectors. 

Device  
# 

𝒇𝒇  
(Hz) 

𝑵𝑵𝑵𝑵𝑵𝑵  
(W⋅Hz−1/2) 

𝑫𝑫∗ 
(cm⋅Hz1/2⋅W−1) 

Bandwidth 
(kHz) 

𝝉𝝉𝐭𝐭𝐭𝐭
′  

(ns) 

Pl-1 104 

105 
4.6×10−9 

8.8×10−8 
9.8×106 

5.1×105 86.2 1600 

Pl-2 104 

105 
2.0×10−12 

1.3×10−11 
6.6×109 

1.0×109 87.3 80 

Tr-1 104 

105 
8.9×10−13 

1.6×10−12 
5.0×109 
2.9×109 546 53 

Tr-2 
105 

106 
107 

5.2×10−12 
7.9×10−12 
2.9×10−11 

1.2×109 
8.0×108 
2.2×108 

1620 11 

Tr-3 
105 

106 
107 

1.7×10−12 
3.4×10−11 
4.3×10−10 

2.7×109 
1.3×108 
1.1×107 

734 16 

 
Table 4. NIR performances of uncooled regular pyroelectric detectors published in the literature. 

Reference Material 
𝑫𝑫∗ 

(cm⋅Hz1/2⋅W−1) 
𝝉𝝉𝐭𝐭𝐭𝐭 

(ms) 

Ref. 14 LiTaO3 2.5×108 200 

Ref. 15 LiTaO3 3.0×108 150 

Ref. 2 LiTaO3 1.7×108 5.8 

Ref. 16 PZT 1.5×108 2.0 
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4. CONCLUSION 
We have undertaken the study of both planar and trilayer pyroelectric detectors. The devices were fabricated from a-YBCO 
films DC sputtered on SiOx//p-doped Si substrates and tested at 850 nm wavelength. Their current response as a function 
of the modulation frequency was analyzed in detail with the help of an advanced analytical model.  

A small size planar device offered correct performances (~ 80 ns time constant, 𝐷𝐷∗ = 1×109 cm⋅Hz1/2·W−1 at 100 kHz), 
which could be improved by optimizing its geometry (e.g. distance between the metal contact pads, film thickness). Largely 
better performances were obtained with trilayer devices: these exhibited a pyroelectric behavior with very fast response  
(~ 11 ns time constant) extending up to the tens of MHz range, a low noise level with highly competitive 𝑁𝑁𝑁𝑁𝑁𝑁 (8 pW/Hz1/2 
at 1 MHz) and 𝐷𝐷∗ (8×108 cm⋅Hz1/2·W−1 at 1 MHz) values.  

These a-YBCO detectors offer attractive features for applications requiring fast imaging pixel arrays. Moreover, the low 
deposition temperature of a-YBCO on Si-based substrates offers integration compatibility with already processed CMOS 
readout circuitry. Further tests are now in progress to explore the response at other wavelengths. 
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ABSTRACT   

The Short Wave Infrared (SWIR) market for defense, aerospace and industry applications is rapidly growing. A wide 

range of applications is available: From night vision to plastic sorting up to hyperspectral imaging. The classical SWIR 

detectors, which are based on InGaAs technology, have a cut-off wavelength typically around 1.7 µm. The extended 

SWIR (eSWIR) technology, with a spectral range up to 2.5 µm however offers significant advantages over traditional 

SWIR detectors. These are e.g. full exploitation of the nightglow spectrum, enhanced imaging under low light condition 

or ‘out of band’ operation with laser illuminators with a wavelength >2 µm. In addition, eSWIR technology includes 

reflective and thermal imaging, which allows detecting thermal target radiation in complete darkness. 

AIM presents its modules with different array formats and pixel pitches in the eSWIR spectral range from 0.8 µm up to 

2.5 µm. Additionally we show that the cut-on wavelength can be lowered down to ~0.4 µm to extend the spectrum to the 

visible range by removing the detector substrate.  

A low size, weight and power (SWaP) eSWIR 640x512 10 µm pitch module has been developed and produced by AIM. 

It is best suited for handheld imaging or hyperspectral imaging applications with e.g. integration in UAVs. Key enabler 

for low SWaP however is higher operating temperature detector technology. Hence, we present the last improvements on 

dark current density and electro-optical performance of our eSWIR MCT HOT detector technology. 

 

Keywords: MCT, extended SWIR, eSWIR, SWIR, hyperspectral imaging, SWaP, high operating temperature, HOT 

 

1. INTRODUCTION  

SWIR image sensors are commonly associated with InGaAs detectors, typically sensitive to wavelengths between 900 

nm and 1700 nm. However, MCT (Mercury Cadmium Telluride) technology offers the ability to adjust the bandgap and 

thereby the cut-off wavelength, extending it up to 14 µm, while maintaining a low number of material defects. For 

eSWIR imaging sensors developed by AIM, a cut-off wavelength of approximately 2.5 µm has been chosen, primarily 

due to limitations imposed by the atmospheric window. 

In comparison to traditional SWIR sensors, eSWIR imaging sensors exhibit several advantages. These advantages are 

particularly noteworthy for reconnaissance applications, where they excel in detecting thermal radiation from targets and 

functioning with laser illuminators operating beyond 2µm. Additionally, eSWIR sensors have the capability to observe 

thermal target radiation through optical materials like building windows or vehicles glass, which is not easily achievable 

with conventional thermal imaging sensors [1]. During daylight conditions, the eSWIR imaging sensor captures reflected 

sunlight, making it comparable to conventional visible imaging sensors and thus easier to interpret the image for an 

observer. At moonless nights, the eSWIR sensor captures the entire nightglow spectrum, yielding supplementary 

information. Another noteworthy benefit of SWIR imagers is their enhanced ability to penetrate fog, dust, or haze 

compared to traditional visible sensors, thanks to reduced Rayleigh scattering [2]. 

Standard eSWIR detectors based on MCT have a cut-on wavelength of about 800 nm defined by the CdZnTe substrate. 

AIM has successfully demonstrated the removal of the CdZnTe substrate, thereby extending the spectral range to the 

visible spectrum. AIM has therefore presented a 1024x256 Vis-SWIR detector with a 24x32 µm rectangular pixel pitch 

and a 384x288 Vis-SWIR detector with a 24 µm pitch for extended hyperspectral applications [3]. 
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AIM has introduced various eSWIR imaging sensors with different array formats and pixel sizes, primarily for 

applications involving hyperspectral imaging devices [4]. Nevertheless, there exists a demand for Low SWaP (Size, 

Weight, and Power) detectors suitable for handheld use or integration into UAVs. These devices hold potential 

applications in remote sensing for areas such as night-vision, vegetation analysis, agriculture, mining and geology. 

Notably, AIM has already presented an eSWIR Clip-on targeting sight for weapons, powered by a battery pack [1]. In 

this paper, an eSWIR module with a 640x512 array, 10 µm pitch and F/1.6 cold shield will be presented, which is 

suitable for Low SWaP applications.  

One main drawback of MCT eSWIR imagers is that the detector needs to be cooled down to a typical temperature of 175 

K. Recent improvements however at AIM detector technology have enabled up to 20 K higher detector temperatures 

while maintaining the same dark current. 

 

2. ADVANTAGES OF ESWIR IMAGING 

eSWIR sensors are often used in hyperspectral imaging applications since the extended SWIR spectral sensitivity up to 

2.5 µm provides relevant fingerprints for many materials [5][6]. For imaging in low light conditions a benefit of eSWIR 

imagers, in contrast to traditional SWIR imagers, lies in their capacity to detect thermal targets with temperatures of 

around 300 K. AIM has demonstrated this advantage for reconnaissance purposes [1]. The spectral radiance across the 

wavelength range of 1.5 µm to 2.5 µm for an ideal blackbody source at T=300 K is illustrated in Figure 1. Notably, at 2.5 

µm, the spectral radiance is approximately 300 times greater than at 1.8 µm. 

 

 
Figure 1: Spectral radiance in W/(cm²·nm·sr) of an ideal blackbody source at T=300 K blackbody temperature between 1.5 µm and 

2.5 µm emission wavelength.  

 

When comparing the spectral radiance with the night glow, as depicted in [7], the spectral radiance at approximately 1.8 

µm demonstrates a similar order of magnitude. Consequently, the thermal target radiation is more pronounced in the 

eSWIR range than the night glow effect. This indirect observation is discernible in Figure 2, where two images were 

captured—one using a visible image sensor (on the left), and the other utilizing an eSWIR 640x512 10 µm F/1.6 image 

sensor (on the right). These images were taken under conditions of low photon flux (<1lux) during the nighttime. Both 

images exhibit the reflection of the street light. 
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Figure 2: Detection of thermal and reflected radiation with an eSWIR 640x512 10µm pitch image sensor (right) compared to a 

conventional visible camera (left) in a low light condition.  

Nevertheless, within the eSWIR image, the thermal signatures of two individuals remain discernible, even under the 

influence of diffusely reflected light cast by the street lamp. Moreover, the heat signature emitted by the nearby car’s 

exhaust is also observable. 

For reconnaissance purposes it can be helpful to see objects behind glass like in buildings or in vehicles. As shown in 

Figure 3, eSWIR combines the unique feature to see reflective and thermal signatures behind an optical window (fused 

silica). Conventional fused silica has its cut-off around 3 µm and transmits all wavelength in the eSWIR. In Figure 3 four 

images are depicted of a person with an optical glass plate in front of the face under different illumination condition. In 

(1) a quartz tungsten light bulb was used, in (2) and (3) a 1.57 µm and 2.2 µm laser diode and in (4) no light source. In 

any of the cases, the light was transmitted through the glass.  

 

 

Figure 3: Images taken with an eSWIR MCT 640x512 10 µm pitch image sensor from a person with an optical window under 

illumination with different light source. (1) With a quartz tungsten light bulb, (2) With a 1.57 µm laser diode, (3) With a 2.2 µm laser 

diode and (4) No light source (thermal). 

 

Another advantage of SWIR in general is the ability to better see through fog, haze or dust. As shown in Figure 4, the 

eSWIR image sensor (right) shows much more details at larger distance than a conventional visible imager (left) at foggy 

weather condition. This is due to limitation of Rayleigh scattering, which magnitude is inversely proportional to the 

fourth power of the wavelength.  This makes eSWIR with its extended cut-off wavelength even more suitable for such 

application fields [2].  
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Figure 4: Comparison of images with a visible imager (left) and eSWIR 640x512 10µm pitch F/1.6 imager (right) at foggy weather 

condition. 

 
AIM has already shown the capability of active imaging with a laser designator with 1.5 µm [8]. However, illumination 

with higher wavelengths than 1.8 µm can be beneficial for tactical purposes. Figure 5 demonstrates the use of a laser 

illuminator >2 µm with an eSWIR 640x512 10 µm pitch F/1.6 imager.  

 

 

Figure 5: Demonstration of the use of laser illuminator >2 µm (right) with an eSWIR 640x512 10 µm pitch F/1.6 imager. 

 

2.1 VIS enhanced eSWIR 

All eSWIR modules produced by AIM can be optionally equipped with a detector that is sensitive to the visible 

spectrum. This capability has already been demonstrated by AIM in references [3] and [4]. In [3], a cross-section of the 

FPA (Focal Plane Array) is shown. The PV (Photovoltaic) array comprises a photosensitive epilayer, grown on a 

CdZnTe substrate. The PV array is interconnected with Indium bumps to the silicon ROIC (Readout Integrated Circuit). 

PV and ROIC are attached to a ceramics carrier. The cutoff value for spectral sensitivity is determined by the chemical 

composition between Mercury and Cadmium. Conversely, the cut-on value is determined by the spectral sensitivity of 

the CdZnTe substrate, which absorbs incident light below 800 nm. 

With an AIM internal process it is possible to remove the detector substrate and hence lower the sensitivity down to the 

visible spectrum. The external quantum efficiency of a conventional eSWIR detector and a VIS enhanced eSWIR 

detector is depicted in [3]. The overall quantum efficiency of the VIS enhanced eSWIR detector shows slightly lower 

values than the standard eSWIR detector. This is due to the fact that a different AR coating has to be used which 

comprises the wide spectral range from 400 nm up to 2.5 µm.  
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3. AIM ESWIR MODULES 

3.1 Overview of eSWIR modules 

AIM offers eSWIR modules in various formats and pixel pitches to provide to different applications and system needs. 

The primary application field for eSWIR modules is hyperspectral imaging. Figure 6 illustrates the most commonly used 

modules for this purpose. The 384x288 array module with a 24 µm pitch (on the left) comes with a default rectangular 

cold shield design, while the 1024x256 module with a 24x32 µm pitch (on the right) features a circular F/1.8 cold shield. 

Higher pixel pitches always benefit from a higher signal to noise ratio (SNR) [9] and might be useful for applications 

with low photon fluxes (e.g. use of a narrow band pass filter). All modules at AIM can be configured with an individual 

cold shield design. The 384x288 module is cooled using an AIM MCC030 single-piston linear cooler, having a Mean 

Time To Failure (MTTF) exceeding 25,000 hours, which makes it suitable for continuous 24/7 operation. On the other 

hand, the 1024x256 module has an even higher MTTF of over 50,000 hours thanks to its AIM SF100 pulse tube cooler. 

Notably, the 1024x256 module is substantially heavier at 3.5 kg compared to the 384x288 module, which weighs ~1 kg. 

Both modules support ITR and IWR as operating readout modes, featuring two gain stages. A unique characteristic of 

both modules is the ability to independently adjust the gain mode for each row. Both modules are equipped with an 

interface for power supply, external frame triggering and serial communication over RS232. The video data, featuring a 

16-bit resolution, is transmitted through a Camera Link compatible interface operating in base mode. The Camera Link 

interface can also serve as an optional interface for external frame triggering and serial communication. Key 

performance parameters for both modules are listed in Table 1.  

 

Figure 6: Photo of an eSWIR 384x288 24 µm pitch module (left) and an eSWIR 1024x256 24x32 µm pitch module (right – without 

electronics). 

The 640x512 module with a 15 µm pitch is well-suited for hyperspectral imaging applications. However, its low SWaP 

make it particularly advantageous for handheld imaging applications. It features a cold shield design with an F/2.0 

aperture, and the detector is cooled using an AIM MCC030 cooler. 

This module combines video data with a 16-bit resolution, external frame triggering, and serial communication via 

RS232 into a single interface. Optionally, an adapter board with standardized electrical interfaces can be provided. 

Figure 7 displays a photo of the module. It’s important to note that the module requires an additional cooling electronics 

unit, not shown in the photo. 

 

Figure 7: Photo of the eSWIR 640x512 15 µm pitch module with an F/2.0 cold shield design (without cooler electronics). 
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Table 1: Key performance parameter of 384x288 24 µm, 1024x256 24x32 µm and 640x512 15 µm pitch module  

 384x288 SWIR 24 µm 

pitch module 

1024x256 SWIR 24x32 µm 

pitch module 

640x512 SWIR 15 µm 

pitch module 

Material HgCdTe 

Format 384x288 1024x256 640x512 

Pixel pitch 24 x 24 µm 24 x 32 µm 15 x 15 µm 

Detector spectral response 0.9 – 2.5 µm (optionally 0.4 – 2.5 µm) 

Readout modes Selectable ITR / IWR Selectable ITR / IWR and 

rolling shutter 

Charge handling capacity >  1 Me- (Low Gain) 

>  0.34 Me- (High Gain) 

>  1.2 Me- (Low Gain) 

>  0.3 Me- (High Gain) 

>  1.5 Me- (Low Gain) 

>  0.09 Me- (High Gain) 

Max. full frame rate 450 Hz 245 Hz 125 Hz 

Output video Camera Link LVDS 16 Bit 

Cool down time (at ambient 

room temperature) 

Typically 5 Min. Typically 7 Min.   Typically 6 Min.   

Power consumption steady 

state (at ambient room 

temperature) 

Typically 9 W Typically 20 W Typically 6 W 

Operability Typically 99.7 % Typically 99.7 % Typically 99.7 % 

Mean SNR (half well 

condition) 

> 650 (Low Gain) 

> 350 (High Gain) 

> 800 (Low Gain) 

> 180 (High Gain) 

 

3.2 Low Swap eSWIR 640x512 10 µm pitch module 

An IR-module with a resolution of 640x512 and a pitch of 10 µm has been successfully developed by AIM. The module 

is housed within a compact frame, which includes the detector-dewar and a cooler. The system electronics are attached to 

the frame, alongside the cryogenic cooler MCC020, which is a linear stirling cooler manufactured by AIM [10].  

The cooling process for the detector is facilitated by the MCC020 cooler, with its drive electronics seamlessly integrated 

into the system electronics. These system electronics are responsible for digitizing the analog video data signal from the 

detectors with a 14 bit resolution. The communication interface employs RS232 protocol, and the video interface follows 

a camera link compatible standard. Remarkably, all power supply, communication, and video data interfaces are unified 

within a single physical interface.  

Additionally, the module can be optionally upgraded to function as a camera core. For optical attachments, the module 

features a mechanical interface, as depicted in Figure 8. Furthermore, an image processing board can be attached to the 

system electronics. This image processing board, which is shown in Figure 8, provide basic functionalities such as 2-

point NUC, bad pixel replacement, automatic brightness adjustment, etc. The video signals can be output either through 

Camera Link or DVI.  
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Figure 8: Photo of an eSWIR 640x512 10µm pitch module with image processing unit. 

The detector has two operating modes: IWR (Integrate While Read) and ITR (Integrate Then Read). It offers two gain 

mode with different charge handling capacities (CHC). In high gain mode (HG) the CHC amounts to 120000 electrons, 

while in low gain mode the CHC has a typical amount of 1.2 Me-. The frame rate is 109 Hz in “standard mode” and 

maximum 164 Hz in “advanced mode”.  

They key performance parameter are listed in Table 2. 

Table 2: Key performance parameter of 640x512 10µm pitch module 

 640x512 SWIR 10 µm pitch module 

Material  HgCdTe 

Format 640x512 

Pixel pitch 10 x 10 µm 

Detector spectral response 0.9 – 2.5 µm (optionally 0.4 – 2.5 µm) 

Readout modes Selectable ITR / IWR and rolling shutter 

optionally on request 

Charge handling capacity >  1 Me- (Low Gain) 

>  0.1 Me- (High Gain) 

Max. full frame rate 164 Hz 

Output video Camera Link LVDS 14 bit 

Cool down time (at ambient room 

temperature) 

Typically 3:30 Min. 

Power consumption steady state 

(at ambient room temperature) 

Typically 5 W 

Operability Typically 99.5 % 

Mean SNR (half well condition) > 600 (Low Gain) 

> 180 (High Gain) 

Weight < 400 g 
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4. RECENT DEVELOPMENT PROGRESS IN HOT ESWIR MCT 

A crucial performance parameter for eSWIR image sensors is the overall temporal system noise. This includes the 

readout noise, the dark shot noise from the FPA and the photon shot noise as a Poisson distributed value. MWIR and 

LWIR imagers are operated in nearly background limited conditions. That means that the noise is associated with the 

photons from the background radiation. eSWIR imagers however are typically limited by the intrinsic detector noise. 

AIM has continuously improved its n/p planar MCT LPE grown eSWIR detector technology in recent years in order to 

decrease the dark current and thus optimize noise performance as a consequence. 

A key e/o figure of merit for evaluating the performance of eSWIR detector is SNR at half well condition (50% of the 

detector signal range). The SNR of a 640x512 10 µm pitch detector was measured in IWR high gain operating mode 

with 1ms integration time. The light source used is an integrating sphere with a highly spatially uniform output 

characteristic and radiance wavelength ranging from the visible up to 2.5 µm. Figure 9 shows two graphs of the signal to 

noise ratio at half well (x-axis) depicted as a histogram distributed by the pixel values (y-axis) at two different detector 

operating temperatures 175 K and 235 K. The red curve indicates the gaussian fit, which fits well with the distribution. 

The mean value and the standard deviation of the SNR remains nearly constant at 235 K compared to 175 K.  

 

 

Figure 9: Comparison of the SNR pixel distribution at half well condition of a 640x512 10 µm eSWIR detector in IWR high gain with 

1ms integration time at two different FPA temperatures. (175K (left) and 235K (right)). The red curve indicates the gaussian fit to the 

distribution. 
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Another important parameter is the defect pixel count. In this evaluation a pixel (i=row,j=column) is declared as 

defective if the following conditions is met: 

 

2·Responsemean < Response(i,j) < 0.8·Responsemean 

Noise(i,j) > 3·Noisemedian 

 

The number of defective pixel at typical detector operating temperature of 175 K of an improved FPA is 0.34 %. The 

defective pixels are mainly dominated by noise defects. At 235 K, the relative number of defective pixels are 0.24 %. 

According to this evaluation, the amount of defective pixels is slightly reduced due to different noise distribution at these 

two different operating temperatures. The defective pixels as a 640x512 array map are shown in Figure 10. The black 

dots are the marking the defective pixel.  

 

 

Figure 10: Comparison of the defective pixel maps at 175 K (left) and at an increased operating temperature of 235 K (right). 

 

The noise performance at higher integration time values is mostly dominated by photon noise and the dark current. Since 

the photon noise is virtually independent from the detector, it is of great interest to reduce the dark current and thus to 

increase the detector operating temperature towards room temperature. This shall be demonstrated at the two dark 

current density curves in Figure 11. Here, dark current density values in A/cm² have been acquired with a gold mirror in 

front of the entrance window in a complete dark room. The diagram is semi-logarithmic with the reciprocal of the cut-off 

value and the operating temperature on the x-axis. The blue dashed line shows the dark current density of the first AIM 

MCT n/p 2.5 µm technology, where the orange dashed line shows the improved technology. One can clearly see the 

lowering of the dark current density by nearly one order of magnitude in the temperature range between 175 K and 210 

K. As a reference the Rule07 level is plotted as a yellow line in the diagram. The dark current density values at around 

235K of the improved technology falls below Rule07, where the dark current density is mostly dominated by diffusion 

mechanism.  Interestingly, the dark current density values exceeds the Rule07 at lower temperatures down to 150 K. This 

could be explained by the background radiation limited by the experimental setup.  

As illustrated in Figure 11, the dark current density level for the initial n/p technology (blue dashed line) at the typical 

operating temperature of 175 K was approximately 2-3·10-9 A/cm². With the improved technology (orange dashed line) 

it is now achievable to increase the operating temperature up to 195 K while maintaining the same level of dark current 

density.  
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Figure 11: Comparison of the dark current density of a 640x512 10µm pitch eSWIR detector with the first AIM n/p 2.5 µm technology 

(blue dashed line) and the improved (orange das line) technology design, compared with Teledyne p/n Rule07 (yellow line). The dark 

current has been acquired with a gold mirror in front of the entrance window.  

 

To analyze benefits of higher operating temperatures on system level for low power consumption application it is 

important to know what power saving can be achieved at higher operating temperatures. Therefore, the steady state 

power consumption of an eSWIR 640x512 10 µm pitch module, as presented in chapter 3.2, has been measured at 175 

K, 195 K and 235 K operating temperature. At 175 K, the total power consumption of the IR-module including ~1.7 W 

for the system electronics was at 4.6 W, at 195 K 4.1 W and at 235 K drops to two thirds.  

The cool down time (time to image) was 03:10 Min. for 175 K operating temperature, 02:40 Min. for 195 K and 01:40 

Min. for 235 K operating temperature.  

 

5. CONCLUSION 

The advantages of eSWIR have been demonstrated, such as thermal target detection or out-of-band laser illumination. In 

addition, AIM has the ability to extend the spectral sensitivity down to the visible range by removing the CdZnTe 

substrate.  

AIM offers eSWIR modules in different configurations and pitch sizes to respond to the wide range of applications, 

namely a 1024x256 24x32 µm pitch module, a 384x288 24 µm pitch module, a 640x512 15 µm and 10 µm pitch 

module. In particular, the 640x512 10 µm pitch module is designed for applications where low size, weight and power 

characteristics are essential, such as UAVs or portable devices.  

To further benefit from lower power consumption, which could extend the battery life of a portable device, AIM has 

presented promising electro-optical results at a higher operating temperature of up to 235 K. Recent development 

progress of AIM’s eSWIR n/p MCT technology has been improved the dark current density by nearly an order of 

magnitude, which makes it possible to increase the operating temperature by up to 20K and hence lowers the time to 

image and power consumption of the cooler.  Ultimately, the presented dark current density data shows lower values 

than Teledyne's well established Rule07 at operating temperatures around 235K. 
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ABSTRACT 

The detection in short wavelength infrared (SWIR) band, ranging from 1–3 μm, provides a wide range of applications in 

earth observation, plastics recycling, biology and hyperspectral imaging, gas analysis and defense. In this paper, 

uncooled InGaAsSb-based detectors for the wavelength range beyond 1.7 μm, the extended SWIR (eSWIR), are 

investigated for the later use in a thermographic traffic monitoring system that is supposed to localize potentially 

dangerous overheated hot-spot regions. 

Up to the wavelength of 1.7 μm, InGaAs lattice-matched with InP is used for photodetection in the SWIR. To reach a 

longer cutoff wavelength, “extended InGaAs” can be employed. This requires strained growth that leads to more growth 

defects and reduced yield, though. InGaAsSb, however, provides a tunable bandgap for detection beyond 1.7 μm and still 

enables lattice-matched growth on GaSb, which makes it a viable alternative for photodetection in the eSWIR. 

We have demonstrated that the bandgap of InGaAsSb can be tuned in the eSWIR by modifying the stoichiometry for 

lattice-matched growth on GaSb. Furthermore, we have successfully realized InGaAsSb heterojunction photodiodes with 

an AlGaAsSb hole barrier. At room temperature, the diodes achieve a dark current density of 0.5 mA/cm² and a 

responsivity better than 1 A/W resulting in an excellent peak detectivity of 9 x 1010 cm Hz1/2/W. Thus, the high-

performance detector arrays operating at room temperature are within reach in order to meet application demands. 

Keywords: InGaAsSb Photodiodes, SWIR, eSWIR, traffic monitoring, infrared imaging, room temperature operation 

1. INTRODUCTION 

The detection in the short wavelength infrared (SWIR) band ranging from 1–3 μm has attracted high attention over the 

recent years. Much SWIR research has been focused on the wavelength regime from 1–1.7 µm, mostly due to the 

availability of the lattice-matched InGaAs on InP material. However, the full SWIR band extends up to 3 µm which is 

called the extended SWIR (eSWIR). It provides a wide range of applications in, e.g., earth observation, plastics 

recycling, biology and hyperspectral imaging, gas analysis, and defense1,2. 

To date, eSWIR photodetectors are mostly based on HgCdTe and InGaAs3,4. However, the devices based on these 

materials have intrinsic drawbacks. The development of HgCdTe material is limited by the poor availability of CdZnTe 

substrate and it does not comply with European rules on the Restriction of Hazardous Substances (RoHS). Extended-

wavelength InGaAs photodiodes suffer relatively high dark current because of the increased occurrence of growth 

defects and dislocations in comparison to lattice-matched InGaAs. Photodiodes utilizing type-II superlattices have also 

been reported to operate in the eSWIR5. Nevertheless, the overall performance of these devices is not yet satisfactory for 

applications at room temperature. The quaternary material InGaAsSb lattice-matched to GaSb can provide 

photodetectors operating at room temperature in a wavelength range beyond 1.7 μm6-10. For the development of a 

thermographic traffic-monitoring system that is supposed to increase safety on road and rail by localizing potentially 

dangerous overheated hot-spot regions, an uncooled InGaAsSb-based detector line array for imaging in the eSWIR is 

under investigation. 
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2. DETECTOR FABRICATION AND RESULTS 

In order to investigate the dependency of bandgap energy on stoichiometry composition 500-nm-thick InGaAsSb 

calibration structures were lattice-matched grown on GaSb substrates by molecular beam epitaxy (MBE). Four different 

samples with increasing Indium content were grown and analyzed. High-resolution X-ray diffractometry (XRD) yield 

sharp peaks of the InxGa(1-x)AsSb layers demonstrating high crystal quality and excellent lattice matching while a smooth 

surface morphology was achieved. Figure 1 shows the Photoluminescence (PL) characterization at 10 K of the samples 

with increased concentration of Indium. The sharp peak again shows good material quality of all samples while the 

measured PL-energy scales with increasing Indium content corresponding to a reduction in bandgap energy of the 

semiconductor material. Obtained PL-energy at 300 K yields a span of the corresponding 50% cutoff wavelength of the 

samples from 2.2 to 2.6 microns, which meets application demands. This demonstrates that the bandgap of InGaAsSb 

can be tuned in the eSWIR-region by modifying the stoichiometry for lattice-matched growth on GaSb. 

 

Figure 1. Normalized Photoluminescence of four samples with different Indium content of the lattice-matched grown 

InGaAsSb structures on GaSb substrate vs photon energy depicting excellent material quality and demonstrating the 

possibility of bandgap engineering of the detectors for the eSWIR. 

After successfully calibrating the quaternary material, detector fabrication was carried out. The devices consist of a 50-

nm-thick GaSb n-type (2 x 1018 cm3) contact layer, a 500-nm-thick AlGaAsSb n-type (5 x 1017 cm3) hole-barrier layer, a 

2500-nm-thick InGaAsSb p-type (6 x 1016 cm3) absorption layer, and a 1500-nm-thick InGaAsSb p-type (1 x 1018 cm3) 

contact layer grown lattice-matched on top of GaSb substrates. The variation in composition and doping concentration of 

the heterojunction semiconductor was confirmed by secondary-ion mass spectrometry (SIMS). Photodetectors were 

fabricated with standard photolithographic process. The device mesa was defined by using inductively coupled plasma 

(ICP) etching down to the InGaAsSb p-type contact layer. Metal layers were deposited on top of the mesas and on the p-

contact layer in a lift-off process to form ohmic contacts. Mesas have quadratic and rectangular shapes with different 

sizes. The latter ones have an opening window at the top-contact metal for front-side illumination purpose. A dielectric 

passivation layer but no specific antireflection coating was applied. 

Figure 2 left shows the current-voltage characteristics of a typical photodiode at room temperature under dark condition. 

The dark current density at a reverse bias voltage of 100 mV was measured to be 0.5 mA/cm2. Figure 2 right shows the 

spectral responsivity at room temperature. The measurements were performed under a reverse bias voltage of 100 mV 

with the same photodiode as in Figure 2 left illuminated from the frontside at normal incidence. The device exhibits 

spectral responsivity up to 2.5 µm at room temperature. The 50% cutoff wavelength of the spectral responsivity is 

2.4 µm. The peak room-temperature responsivity exceeds 1 A/W. 
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Figure 2. Dark current density of a typical photodiode at room temperature plotted against bias voltage (left) and spectral 

responsivity of the same photodiode at room temperature and 100 mV reverse bias voltage vs wavelength (right). 

Figure 3 shows an Arrhenius plot of the temperature depended dark current density. The fitted activation energy yields a 

result of 526 meV, which is close to the obtained room-temperature PL-energy and the corresponding responsivity of the 

device. This correspondence indicates that the dark currents are diffusion limited for temperatures from room 

temperature down to 240 K. Shockley-Read-Hall (SRH) limited dark currents are known to result in activation energies 

of around half the bandgap. Therefore, diffusion current was identified as the dominant dark current source at the higher 

temperature range of interest confirming the suppression of SRH by the barrier design. 

 

Figure 3. Arrhenius plot of the dark current density of the device at a reverse bias voltage of 100 mV. The dashed line 

represents the fitted activation energy to be 526 meV. 

The shot noise limited detectivity for the InGaAsSb heterojunction photodiode was obtained from the measured 

responsivity and dark current resulting in a peak detectivity of 9.0 x 1010 cm Hz1/2/W at 300 K and under a reverse bias 

voltage of 100 mV. 
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3. CONCLUSION 

In conclusion, InGaAsSb heterojunction photodiodes lattice-matched grown on GaSb substrates have been demonstrated. 

High-resolution XRD and low-temperature PL indicated good material quality of the InGaAsSb layer. The 

heterojunction photodiodes exhibited a low dark current density of 0.5 mA/cm2 at room temperature and 100 mV reverse 

bias voltage while the peak spectral responsivity exceeds 1 A/W with a 50% cutoff wavelength at 2.4 µm. A specific 

detectivity of 9.0 x 1010 cm Hz1/2/W was achieved at 300 K and 100 mV reverse bias voltage. The dark current of 

InGaAsSb heterojunction photodiodes is dominated by the diffusion mechanism at temperatures from 300 K down to 

240 K. Data reported here demonstrate that the lattice-matched grown InGaAsSb heterojunction material is a very 

promising candidate for various detection applications in the eSWIR. 
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ABSTRACT   

Optical Whispering Gallery Mode (WGM) of various sizes and axisymmetry-shapes have been studied and used for a 

variety of optical sensors. Recently, we suggested a new type of WGM resonators with a saddle shape. These structures 

consist of two resonators with a bridging region resembling a valley. The unique shape of the saddle-shape resonators 

may allow the coupling of light into the resonator using a tapered fiber, by placing the tapered fiber at the structural 

minima point of the valley region. This coupling configuration provides high mechanical stability while maintaining the 

quality (Q) factor of the joint structured resonator. Here we present saddle shape resonators of various shapes and sizes, 

suitable for a variety of sensing applications.   

Keywords: Whispering Gallery Modes, Microsphere, Mechanical tuning, Saddle-shape, Silica rod resonators. 

 

1. INTRODUCTION  

Optical Whispering Gallery Mode (WGM) resonators of various sizes and axisymmetry-shapes have been studied and 

used for different kinds of optical sensors [1-5]. Among them are sphere [1-4], toroid [5], rod [6-7], bubble [8-9], and 

bottle [10-13] resonators. Recently, we have suggested a new type of WGM resonators with a saddle shape [14]. The 

saddle-shape resonators comprise two resonators (spheres or rods in this work) with a bridging region resembling a 

valley. An illustration of a saddle-shape microresonator built of two microspheres is shown in Fig. 1a. 

The unique shape of the saddle-shape resonator allows the coupling of light into the resonator using a tapered fiber by 

placing the tapered fiber at the minima point of the valley region [14]. This method provides high mechanical stability 

while maintaining the quality (Q) factor of the resonator [14]. Excitation of WGMs via the valley region is enabled due 

to the confinement of WGMs of the saddle-shape resonator to the joint structure, including the valley region [14]. 

Confinement is maintained so long as the cut-off condition of saddle-shape resonators is satisfied, requiring that the 

diameter of the valley Dvalley is larger than that of the stems Dstem , as shown in fig 1b [14].  

Here we present two types of saddle shape resonators. Microresonators, which consist of two welded microspheres of 60 

- 200 µm diameters, and cm-scale resonators imprinted on a spinning silica rod using a CO2 laser. As will be discussed 

here, the shape and size of the resonators make them suitable for different sensing applications.  

 

Figure 1. (a) Saddle-shape resonators comprised of two resonators (spheres or rods in this work) with a bridging region 

resembling a valley. Here, two microspheres are spliced together, forming the saddle shape resonator. The unique shape of 

the saddle-shape resonator allows the coupling of light into the resonator using a tapered fiber by placing the tapered fiber at 
the minima point of the valley region. (b) A cut-off condition requires that the diameter of the valley is larger than that of 

the stems in order to provide confinement of the optical mode.  
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2. SADDLE-SHAPE MICRORESONATORS 

Saddle shape microresonators can be manufactured from two microspheres on a tip of an optical fiber. The microspheres, 

in turn, are fabricated by welding the tip of the fiber using a fusion splicer [2-3]. The diameters of the microspheres – 

defining the size and shape of the saddle-shape resonator – can be controlled via the diameter of the melted optical fiber 

and\or via the intensity of the fusion arcs [2-3]. Examples of saddle-shape microresonators of different diameters and Q – 

factors are shown in Fig 2. The microresonator shown in Fig. 2a was fabricated by tapering an optical fiber down to a 

diameter of 26 µm. The tapered fiber was placed inside the arc fusion splicer (Fujikura, FSM-100P) and cut at its waist 

by pulling one of the fiber ends using the fusion splicer. Two microspheres were manufactured at both ends of the 

tapered fiber, which were then spliced together. The diameter of the valley (40 µm) is larger than that of the tapered fiber 

stems (26 µm) as required for exceeding the cut-off condition of saddle-shape resonators [14]. A Q factor of Q = 3·107 is 

evaluated from the transmission spectrum of the tapered fiber used to couple light into the microresonator (at 1550 nm). 

The microresonator shown in Fig. 2b was fabricated by the same procedure, using an SMF-28 fiber (not tapered).    

 

Figure 2. Examples of saddle-shape microresonators of different diameters and Q factors. The saddle-shape microresonators 

are fabricated by splicing together two silica microspheres, using an arc fusion splicer. 

The fiber stems of the saddle-shape microresonators can be used for inducing mechanical strain to the microresonator, 

which enables the tuning of its WGMs mechanically. This feature may be used as a strain sensor [2], or as a platform for 

magnetic sensing [3] or any other attribute that may be leveraged to induced strain. Here mechanical strain is induced to 

a saddle-shape microresonator (Dvalley = 165 µm, Dspheres = 240 µm and 250 µm) by pulling one stem of the 

microresonator – using a single axis piezo stage – while the other stem remains fixed. An example of a mechanical 

responsivity measurement is shown in Fig. 3. The mechanically induced spectral shift is measured while varying the 

voltage values supplied to the piezo stage, corresponding to different mechanical displacements. The measured 

mechanical responsivity is 0.045 ± 0.005 pm/µɛ. 
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Figure 3. Mechanical responsivity measurement. Mechanical strain is induced to a saddle-shape microresonator (Dvalley = 

165 µm, Dspheres = 240 µm and 250 µm) by pulling one stem of the microresonator while maintaining the other stem fixed. 

The mechanically induced spectral shift is measured while varying the voltage values supplied to the piezo stage, 

corresponding to different mechanical displacements. 

As mentioned above, the WGMs of the saddle-shape resonators are confined to the joint structure, including the valley 

region as well as the bridged resonators. A picture of an excited resonator is shown in Fig. 4. Fig. 4 a and b show the 

excited microresonator while placing the tapered fiber on top of the microspheres forming the saddle-shape resonator. It 

can be seen that most of the light is scattered from the microsphere to which the tapered fiber is coupled, suggesting that 

WGMs of the microsphere – and not of the joint structure – are excited. On the other hand, in case where the tapered 

fiber is placed in the valley region, the entire structure is illuminated, as shown in Fig. 3c. It can be explained by the fact 

that the tapered fiber, when placed in the valley, excites "saddle" WGMs which are guided by the joint structure. This 

demonstration (purely for illustration purposes) was carried out in the visible regime using a wavelength of λ = 637 nm 

(TOPTICA). 

A numerically simulation supporting this observation is shown in Fig 4d. The spatial distribution of the absolute electric 

field of a specific WGM – calculated using the commercial COMSOL software – demonstrates the fact that the WGM of 

the saddle-shape resonator is supported by the joint structure, with a significant portion confined to the valley region. 

 

Figure 4. WGM excitation using a tunable laser (λ = 637 nm, TOPTICA). (a-b) The excited microresonator while placing 

the tapered fiber on top of the microspheres forming the saddle-shape resonator. Most of the light is scattered from the 

microsphere to which the tapered fiber is coupled, suggesting that WGMs of the microsphere – and not of the joint structure 

– are excited. (c) Placing the tapered fiber in the valley results in the excitation of a WGM guided by the joint structure. (d) 

A numerically simulation supporting this observation. The spatial distribution of the absolute electric field of a specific 

WGM – calculated using the commercial COMSOL software – demonstrates the fact that the WGM of the saddle-shape 

resonator is supported by the joint structure, with a significant portion confined to the valley region. 
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3. SADDLE-SHAPE ROD RESONATORS  

The micrometric diameters of WGM microresonators are undesirable for WGM-based gyroscopic sensing, in which the 

resonator serves as a Sagnac loop [15]. The sensitivity a WGM-based gyroscope increases with the resonator diameter, 

and therefore cm-scale resonators are required [15]. 

In [7] we presented the manufacturing of cm-scale ultra-high Q rod (disc) resonators. These rod resonators were 

fabricated by imprinting slits on a silica rod (while spinning in a motorized spindle) using a high power CO2 laser. The 

region between two adjacent slits served as the body of the rod resonator. An illustration of the rod resonator 

manufacturing is shown in Fig. 5. Here we repeated this procedure using a silica rod of 14 mm diameter, but with an 

additional (and a smaller) slit in the middle of the rod resonator as illustrated in fig. 5c. Consequently, a saddle-shape rod 

resonator is obtained. We believe that high-Q, cm-scale, saddle-shape resonator will open the route for the 

manufacturing of fiber-coupled navigation-grade photonic gyroscope of high mechanical stability.   

Following the slit fabrication (ablation), the surface roughness of the saddle-shape ring resonator is high, resulting in a 

very low Q factor. Efficient excitation of low-Q WGMs of a cm-scale resonators using a tapered fiber may be 

challenging. The reason is that in order to obtain a significant dip depth which may be used for sensing applications, the 

coupling loss (=coupling strength/efficiency), induced by the tapered fiber, should be comparable to the internal loss 

(absorption, radiation and scattering losses) accumulated over a single round-trip. For an uncured resonator of 14 mm 

diameter, the internal losses accumulated over ~ 44 mm long round-trip may be very high. Therefore, the slitting step 

should be followed by a curing step in which the resonator surface is heated to high temperature (1700 ̊C < T < 2700 C̊) 

allowing the silica to reflow [7]. This is done by moving the CO2 laser beam back-and-forth along the resonator (see Fig. 

5d) [7].  

Fig. 6 shows two different saddle-shape rod resonator imprinted on the same silica rod. One (on the left) is uncured, and 

therefore of very poor optical quality, whereas the second (on the right) is cured, with a Q factor of Q = 3·106. As shown 

in Fig. 6, the curing process flattens the contour of the resonator, and decreases the depth of the valley region. The valley 

depth is crucial for harnessing the saddle shape mechanical advantage and anchoring the coupled tapered-fiber with high 

mechanical stability. Efforts for improving the fabrication process of the saddle shape rod resonators in terms of 

deepening the valley and increasing the Q factor are undergoing in our lab.   

 

Figure 5. (a-b) Fabrication of WGM rod resonators by imprinting slits on a silica rod using a high power CO2 laser. The 

region between two adjacent slits served as the body of the rod resonator. (c) An additional (and a smaller) slit is imprinted 

in the middle of the rod resonator to form a saddle-shape rod resonator. (d) The slitting step is followed by a curing step in 

which the resonator surface is heated to high temperature, allowing the silica to reflow. This is done by moving the CO2 

laser beam back-and-forth along the resonator.  
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Figure 6. Two different saddle-shape rod resonator imprinted on the same silica rod. On the left – uncured resonator of very 

poor optical quality. On the right – cured resonator with a Q factor of Q = 3·106. The curing process flattens the contour of 

the resonator, and decreases the depth of the valley region, which is crucial for harnessing the saddle shapes for anchoring 

the coupled tapered-fiber. 

4. SUMMARY 

In this paper we present saddle shape resonators of various sizes, ranging from 60 µm in diameter to 14 mm diameter. 

We discuss some of the optical properties of said resonators, and overview possible fabrication methods. The 

micrometric-scale saddle-shape resonator can be tuned mechanically, and therefore may serve as miniature strain and/or 

magnetic sensors. The cm-scale saddle-shape resonator, on the other hand, may open the route for the manufacturing of 

miniature, fiber-coupled navigation-grade photonic gyroscope with high mechanical stability. 
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ABSTRACT   

3D mixed reality displays increase accessibility in personal transportation. Personalized Head-up Display (HUD) layouts 

and the provision of visual depth cues in the replay field can additionally increase safety and security by retaining the 

driver’s focus on the road. Current options for commercial displays fail to provide visual depth cues based on their 

optical system component arrangements. This work presents a compact mixed-reality volumetric display using virtual 

lenses, a 4K Spatial Light Modulator (SLM), a combiner, and fiber lasers. The generated mixed reality holographic head-

up display aims to contextually enhance the user’s perception of the real world with additional information without 

presenting distractions such as wearable devices or small projections on the windshield. Hence, the optical assembly was 

designed to be compact such that optical lenses were mostly replaced with virtual Fresnel lenses and the algorithms were 

accelerated for real-time utilization. Additionally, the accuracy and precision of the replay field results were enhanced 

with the introduction of pigtailed fiber lasers to reduce speckles. This work has demonstrated 3D ultra-high-definition 

compact mixed reality holographic replay field results for various applications due to accuracy and precision. 

 

Keywords: Mixed Reality, Liquid Crystal on Silicon, 3D Computer-Generated Holography, RGB Fiber Lasers, Head-

Up Displays, Inclusive Design. 

1. INTRODUCTION  

Safer transportation requires evolving standards. Taking everyone into account when developing technology is 

crucial to inclusivity and transparency. Holographic Head-Up Displays (HUDs) provide a basis for the transportation 

sector to build on inclusive design strategies [1]. However, current proposals of holographic HUDs lack a pull-parallax 

effect, the number of pixels needed to recreate a duplicate holographic mixed reality (MR) object of the original object 

matching in size and distance, and the speed to reach real-time projections [2]. Holography provides an opportunity for 

safer and more secure transportation by generating depth cues in the replay field results perceivable for the driver [3]. In 

consequence, mixed reality head-up displays (HUDs) implement realistic 3D objects and add them to the driver’s gaze in 

the far field on the road without any distractions. This natural visualization technique of physical 3D objects is an 

attractive tool in the automotive sector. Hence, this study focuses on accelerating the generation of ultra-high-definition 

(UHD) holographic road signs and obstacles for real-time use during the driving experience. Various existing approaches 

tackle the challenge of speed for generating computer-generated holograms from real-object data such as the polygon-

based method, the depth plane technique, and the point cloud approach [4-6]. To generate real-time high-resolution 3D 

floating replay field results, a layered holographic method based on phase retrieval and virtual lenses was utilized [7, 8]. 

A modified and accelerated Gerchberg-Saxton algorithm was generated to project holograms through a Liquid Crystal on 

Silicon (LCoS) display panel of a UHD Spatial Light Modulator (SLM). Ghost images in mixed reality mode appeared 

as replay field results at variable focal distances of up to 500 mm. This was achieved through computational techniques 

by reducing optical lenses in the setup and introducing virtual Fresnel lenses[9]. The customizable 3D holographic 

projection algorithm allows for the integration of people with various conditions into the transportation sector. 
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2. METHODS 

2.1 Materials 

A UHD SLM (3840×2160 px, EXULUS-4K1 from Thorlabs), three single-mode fiber pigtailed laser diodes with 

FC/PC connections (488 nm at 20 mW), (520 nm at 15 mW) and (642 nm at 20 mW), three plano-convex lenses 

(f=150 mm, Ø1", N-BK7, ARC: 350-700 nm), and a non-polarizing beamsplitter (50:50 split, 30 mm) were utilized 

in the study. The UHD SLM was manufactured by Jasper Display Corporation and was found to have an operating 

wavelength of 400-850 nm after calibrations studies with full factor of >90%, a panel active area of 15.6 mm × 9.2 

mm, the pixel pitch of 3.74 µm, phase/retardance range of 2π at 488 nm and at 642 nm, and a frame rate of 30 Hz. 

The replay field images were taken with a digital camera and equipment from Sony (α7S III E-mount, full-frame 

sensor (35.6 mm × 23.8 mm), 24 MP) and a camera lens (FE 16-35 mm, F2.8 GM). 

2.2 Computer-Generated Hologram generation and calibration. 

All CGHs were created by utilizing SolidWorks 2022 (SP3.0, Dassault Systèmes) CAD modeling, and importing 

3D models into MATLAB (R2022a, MathWorks). The CGH data was transferred to the UHD SLM via HDMI for 

replay field projection data. The processing time to generate the CGH via the MATLAB code on a Lenovo 

ThinkPad laptop (i9-9880H, 2.30 GHz, 64 GB RAM) with a NVIDIA GeForce GTX 1650 Max-Q 4GB GDDR5 

graphics card required an average of 1.03 s. Fig. 1 presents the calibration of the developed optical system to 

determine the recorded resolution of the UHD replay field results. The three different calibration charts in Fig. 1 

were specifically chosen to examine the system regarding luminance, accuracy and precision. The analysis in Fig. 

1b shows that each chart generated different Gray values and the smoothness of the peaks of the graphs was 

observed. The spiral chart achieved greatest accuracy and precision due to its sharp peaks, but the highest 

luminance was achieved by the Siemens star chart. The pattern follows a nearly constant luminance desirable for 

the replay field results as the optimal luminance for the driver was determined to be an evenly distributed one. 

Hence, different test charts proof the suitability of the developed optical setup for the application in automotive 

HUDs. 

 

Fig. 1. Calibration of the UHD holographic replay field results. a) Resolution and brightness test charts. b) Recorded 

resolution and brightness results of the UHD holographic optical system. 

 

 

3. RESULTS 

The use if RGB fiber laser diodes increased the application area of the HUD towards more accessibility options with 

increased accuracy in the replay field results compared with other light sources such as He-Ne lasers and the use of of 

several independently controlled light sources. Additionally, multi-phase modulation with the UHD SLM offers absence 

of conjugate orders and the residual zero-order surface reflection was removed with the improvement of the algorithm. 
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Another focus of this work was the improvement of perspective and defocus blur. The field of view was determined to 

be equal to the size of the beamsplitter. However, a panoramic view of several objects aligned with real-life objects was 

achieved in this study. The fast-processing time for the application of real-time compact and personalizable head-up 

displays was paramount in this work. Additionally, the 4k resolution and accuracy of the replay field results as 3D 

objects was achieved as presented in Fig. 2.  

 

                                           
   

Fig. 2. Optical setup and calibration results. (a) Optical system showing a 4K SLM, RGB fiber lasers (488 nm at 20 mW), 

(520 nm at 15 mW), (642 nm at 20 mW), a combiner, and a beam splitter (BS). (b) Resolution targets: street sign, and 

construction sign to illustrate the independently controlled fiber laser sources and their alignment in full-color.  

The results achieved in Fig. 3. illustrate the achievement of mixed reality holographic replay field results with the RGB fiber lasers. 

After the calibration of the optical system, the complete assembly was tested with a single wavelength. The test was carried out to 

determine the accuracy of the replay field results and the alignment level with a real-life object when placed at the same distance. The 

virtual object was placed at various distances ranging from 50 mm to 500 mm and at the same time the real-life object, a physical 3D 

object was placed at the same distance with the virtual object to assess the system readiness level. As the virtual holographic objects 

aligned with the real-life object the size of the replay field results decreases with increasing distance. The holographic projections at 

500 mm distance appear more accurate than the closer 3D projections in Fig. 3a. In the far field it would be possible to introduce 

multiple holographic layers to project several objects at different distances.  
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Fig. 3. Mixed Reality holographic replay field results. a) Real-life object at a distance of 50 mm away from the beamsplitter 

with a holographic 3D projection matching the close distance. b) Real-life object at 500 mm away from the beamsplitter 

with a holographic 3D projection matching the far distance to mimic the driver’s gaze on the road (far distance) and on the 

windshield (close distance). 

 

 

4. CONCLUSION 

This work has demonstrated real-time holographic mixed reality projections for the application in inclusive head-up 

displays. As the holographic 3D projections were aligned with real-life objects in the far field, the hypothesis that the 

driver could maintain focus on the road was upheld. This process could be optimized computationally by analyzing 

additional accelerating methods such the polygon method to increase the surface area processing. The accuracy of the 

replay field images could be further enhanced by utilizing a despeckler. However, the accuracy of the replay field results 

appears more precise with fiber lasers compared with other light sources such as He-Ne lasers as was demonstrated in 

Fig. 2. The compact size of the optical setup was further reduced with software enhancements such as virtual Fresnel 

lenses, a LabVIEW program controlling the RGB fiber laser intensity and flicker rate and the accelerated CGH 

algorithm. As Fig. 2 illustrates, the RGN fiber laser results could be utilized for full-color mixed reality holographic 

projections or in their single wavelength RGB mode catering to the personal preferences and conditions of the driver. 

The LabVIEW control of the fiber lasers offers additional precise monitoring of the luminance and the flicker rate of the 

light sources which can be varied in a range between 1ms to 60s. Future research could focus on the improvement of 

mixed reality holographic projections to align several holographic objects with real-life objects at varying distances.  
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Design of an imaging system for turbulence mitigation using phase 

diversity 
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TNO, PO Box 96864, 2509JG The Hague, The Netherlands 

Abstract. Long range observation through atmospheric turbulence is hampered by spatiotemporally randomly varying 

shifting and blurring of scene points in recorded imagery. The image quality degradation induced by turbulence will limit 

the performance of the system. To mitigate the effect, various hardware strategies combining wavefront sensors together 

with adaptive optics have been proposed. Both components are associated in a control loop designed to compensate in real 

time for the aberrations induced by turbulence and reach a system performance close to the diffraction limit. Those 

techniques are designed for observations of punctual sources within a narrow field of view under which the effect of 

turbulence can be considered as spatially constant. Unfortunately, the majority of long range horizontal path imaging 

applications deal with extended sources that are wider than the area under which the turbulence effect is assumed constant. 

For long range horizontal observation, we devise here a method implementing wavefront sensing using a high speed 

camera. The system relies on two images of the same scene and same atmosphere realization, having one of the images 

distorted by a controlled aberration.  We describe the simulation and the design choices made for the implementation of 

such a system. We show that this method allows to measure the relevant shape of the wavefront and provides a way to 

correct for the effect of atmospheric turbulence.  

Keywords: phase diversity, shifting focus,  turbulence mitigation, image reconstruction 

*Judith Dijk, E-mail: judith.dijk@tno.nl

1 INTRODUCTION 

Light traveling through the atmosphere encounters turbulent regions which modify the optical path length [1]. As the light 

propagates, the effects of turbulent regions accumulate leading to a random phase distortion of the wave front which causes 

time-varying blurs and shifts in the image recorded by a camera. Atmospheric turbulence therefore limits the effective 

resolution of optical imaging in many long range observation applications like surveillance or astronomy. 

The effect of turbulence can be mitigated by using hardware capable of measuring and correcting for the wavefront 

distortion while recording (adaptive optics) and/or by using image processing techniques [2]. For astronomy, adaptive 

optics often performs well to correct the wavefront distortion for the observation of point sources like stars. As an 

alternative to a real time correction of the wavefront distortion with dedicated hardware, other sensing method were 

proposed to measure the shape of the distorted wavefront using images recorded at the focal plane of the system. The 

measured wavefront distortion is then used to enhance images in a post processing step.  

The first phase retrieval methods rely on alternatively transforming between the pupil domain and the PSF domain, 

applying constraints at each iteration (pupil image, PSF, aperture shape) [3]. [4] proposed an extension of this method, by 

using two PSF images differing by a known defocus.  [5] extends the method and shows that by using a pair of images of 

a same scene with one of the images distorted by a known aberration,  phase diversity phase retrieval can be used to 

estimate the distorted wavefront.  

The use of phase diversity phase retrieval has been studied for many applications ranging from astronomical observation, 

ophthalmology or microscopy. Long range observation for surveillance application is a special case of imaging through 

turbulence. The horizontal imaging path, which can reach a few kilometers, has the specificity to be entirely located in the 

atmosphere layer which is the closest to the ground. This layer, also called the surface layer of the atmosphere, is the part 

of the atmosphere where the turbulence activity is the highest. Apart from the strong turbulence, in surveillance images 

objects of interest are usually extended. The turbulence effect on the image is not identical on the entire object and varies 

across the picture.  
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In this paper, we devise a the approach proposed by [6] of using of time-varying phase diversity phase retrieval for the 

correction of surveillance images. According to [6], time-varying phase diversity would produce more accurate results and 

present the advantage to rely on a single optical path, thus not diving the light intensity and signal into multiple path such 

as done for beam-splitter based setups. Section 2 describes the principle of phase diversity for the correction of surveillance 

image distorted by atmospheric turbulence, section 3 outlines the design of our system and the experiments. The results 

are summarized in Section 4. 

2 PHASE DIVERSITY 

Phase diversity 

It is useful to first consider the case of imaging through turbulence under isoplanatic condition. The image formation model 

can then be locally described by the convolution of the object with the shift invariant point spread function (PSF) combining 

the aberrations induced by the system and by the atmosphere: 

𝑦 =  ℎ ⋆  𝑜 +  𝑛 

With y, the observed image, h the PSF, o the object and n additive noise.  

The PSF corresponds to the squared Fourier transformation F of the wavefront in the aperture plane W(x,y). 

ℎ = |F(W(x, y))|2

The wavefront function can be described by: 

𝑊(𝑥, 𝑦) = 𝐴(𝑥, 𝑦)𝑒𝑖ϕ(𝑥,𝑦)

With A(x,y) the amplitude and ϕ(𝑥, 𝑦) the phase distribution in the aperture plane. The phase ϕ(𝑥, 𝑦) can be decomposed 

on the orthonormal basis of the Zernike polynomial [7].  

In the case of phase diversity phase retrieval, the process relies on recording two images from the same object under the 

same turbulence realization. The image formation model for the two images can then be described by 

𝑦0 = ℎ(𝑐) ⋆ o + 𝑛

𝑦1 = ℎ(𝑐 + Δ) ⋆ 𝑜 + 𝑛

With, c the coefficients of the decomposition of ϕ(𝑥, 𝑦) on the Zernike basis and Δ the controlled phase diversity added in 

order to create the aberrated image. One solves the inverse problem of finding the best estimate for the object, ô and the 

phase coefficient = �̂� by iteratively minimizing the cost function 

𝒞 = (ℎ(�̂�) ⋆ �̂� − 𝑦0)2 + (ℎ(�̂� + Δ) ⋆ �̂� − 𝑦1)2

The reconstruction algorithm implements the minimization procedure described in [6] and follows an iterative approach. 

Each iteration consists in, first, finding the object estimate �̂� which minimizes 𝒞 while keeping the coefficients on the 

Zernike basis �̂� constant. This step is done using a gradient descent search. Then in finding the phase coefficients vector 

estimate �̂� which minimizes 𝒞 while keeping the object estimate �̂� constant. This is done using a subspace trust-region 

Newton-like method. In surveillance imagery, objects of interests will likely cover an angle much larger than the isoplanatic 

angle. The image is split in tiles, having a size corresponding to the size the isoplanatic patch. Each tile is processed using 

the algorithm described here, which returns for each tile the best estimate for the object and for the phase coefficients 

corresponding to the wavefront distortion induced by the turbulence.  

 Design considerations 

For Kolmogorov optical turbulence and for a spherical wave, the isoplanatic patch size S in pixels units is approximately: 

𝑆 ≈ [115λ−2𝐿5/3 ∫(1 − 𝑧′/𝐿)5/3𝐶𝑛
2(𝑧′)𝑑𝑧′]

−3/5

𝐹/𝑃 
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With Cn
2(z), the refractive index structure constant at position z, P, the pixel pitch of the sensor, F, the focal distance of 

the imaging system, and λ, the wavelength of the detected light. 

A useful parameter to quantify the effects of turbulence is the atmospheric coherence diameter r0 (also known as Fried

parameter for plane waves). It is a measure of the diffraction limited aperture corresponding to the turbulence condition. 

For spherical wave propagation, it is defined as: 

r0 = [16.7 λ−2 ∫(𝑧′/𝐿)5/3𝐶𝑛
2(𝑧′)𝑑𝑧′]

−3/5

, 

where the integration runs from z=0 at the scene to z=L at the camera. When the 𝐶𝑛
2 is constant, this expression becomes:

r0 = 0.33[λ−2𝐿𝐶𝑛
2]−3/5

For constant turbulence strength, the isoplanatic image patch size (which results from the projection of the isoplanatic 

angle into the image) is approximately equal to: 

S ≈ 0.314 r0F/(𝐿 𝑃) 

From this result, we find that the aperture size does not influence the isoplanatic patch size. It is noteworthy though that 

the patch size above translates to a physical size in the scene of  

S′ ≈ 0.314 r0 

To understand the implications of these formulas, Table 1 shows typical values for r0 assuming λ=550 nm:

Table 1 Atmospheric coherence diameter 𝐫𝟎 for different turbulence strength and different path length

L = 2 km L = 5 km L = 10 km L = 20 km 

𝐶𝑛
2 = 10−16𝑚−2/3 42.3 cm 24.4 cm 16.1 cm 10.6 cm 

𝐶𝑛
2 = 10−15𝑚−2/3 10.6 cm 6.1 cm 4.0 cm 2.7 cm 

𝐶𝑛
2 = 10−14𝑚−2/3 2.7 cm 1.5 cm 1.0 cm 0.7 cm 

𝐶𝑛
2 = 10−13𝑚−2/3 0.7 cm 4.0 cm 0.3 cm 0.2 cm 

From these values we can deduce that the isoplanatic patch size will often be only a few centimeters in the scene. Therefore 

the application of phase diversity will require a very large magnification to provide sufficiently many pixels within the 

isoplanatic patch. Considering for example a camera with a pixel size of 5.60 by 5.60 µm, and a focal distance of 1m, the 

image size (in pixels) of the isoplanatic patch corresponding to the scenarios described above are shown in Table 2. 

Table 2 Corresponding isoplanatic patch size for a system with F=1m and a pixel pitch of 5.6µm 

L = 2 km L = 5 km L = 10 km L = 20 km 

𝐶𝑛
2 = 10−16𝑚−2/3 11.9 pix 2.7 pix 0.9 pix 0.3 pix 

𝐶𝑛
2 = 10−15𝑚−2/3 3.0 pix 0.7 pix 0.2 pix <0.1 pix 

𝐶𝑛
2 = 10−14𝑚−2/3 0.7 pix 0.2 pix <0.1 pix <0.1 pix 

𝐶𝑛
2 = 10−13𝑚−2/3 0.2 pix <0.1 pix <0.1 pix <<0.1 pix 

Another relevant aspect is rate at which the image distortions are fluctuating as a result of the atmospheric turbulence. For 

this we consider the phase structure function for a spherical wave and the von Karman turbulence spectrum [8]: 

𝐷𝑠𝑝(𝜌, 𝐿) ≈ 1.09𝐶𝑛
2𝑘2𝐿𝜌5/3[1 − 1.31 (

𝜌
𝐿0

⁄ )
1 3⁄

+ 0.39 (
𝜌

𝐿0
⁄ )

4 3⁄

] 
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For temporal analysis we replace the separation variable 𝜌 by 𝑣𝜏, in which a constant (transverse) wind speed 𝑣 along the 

path is assumed and 𝜏 is the time difference. Then, the structure function gives the variance of the phase differences over 

an interval of 𝜏 seconds. Since the purpose of our diversity measurement is to estimate the actual phase distortion, a 

requirement needs to be set on the relative phase fluctuation with respect to the actual phase. The variance of the phase for 

a spherical wave is given by [9]: 

𝜎𝑠𝑝
2 (𝐿) = 0.787 𝐶𝑛

2𝑘2𝐿𝜅0
−5/3

[1 − 0.16𝑄0
5 6⁄

]

in which  𝜅0 = 2𝜋/𝐿0 and 𝑄0 = 𝐿𝜅0
2/𝑘 . The mean, relative phase fluctuation over 𝜏 seconds is determined by the fraction

√𝐷(𝜏) 𝜎2⁄ . The table below shows the relative phase fluctuation as a function of wind speed and time interval.

Table 3 Mean relative phase fluctuation for different wind speeds and time intervals, when imaging an object at 

2km distance. The outer scale of turbulence is 10m. 

v=1m/s 

(1 Bft) 

v=2.5m/s 

(2 Bft) 

v=4.5m/s 

(3 Bft) 

v=6.5m/s 

(4 Bft) 

v=9.5m/s 

(5 Bft) 

𝜏 =  2 ms 0.43 % 0.91 % 1.5 % 2.0 % 2.7 % 

𝜏 =  4 ms 0.76 % 1.6 % 2.6 % 3.5 % 4.7 % 

𝜏 =  6 ms 1.1 % 2.2 % 3.6 % 4.8 % 6.4 % 

𝜏 =  8 ms 1.3 % 2.8 % 4.5 % 6.0 % 8.0 % 

𝜏 =  10 ms 1.6 % 3.4 % 5.3 % 7.1% 9.6 % 

If we set 5% as the maximum relative phase fluctuation, the allowed time – wind speed product equals: (𝑣𝜏)𝑚𝑎𝑥 = 0.04 𝑚 .
Note, that this requirement scales almost linearly with the outer scale. For 10% maximum relative phase fluctuation, the 

allowed time-wind speed product is (𝑣𝜏)𝑚𝑎𝑥 = 0.1 𝑚.

Finally, in order to create diversity, a controlled defocus aberration is introduced while recording one of the frame. [10] 

indicates that choosing a defocus distance 𝑑 such that the peak-to-valley (PV) path difference ∆ corresponds to the 

wavelength λ brings optimal performance. 

Δ =
𝑑

8(𝐹/𝐷)2

Table 4 shows defocus distances for our system having F=1m, D=0.15m and for λ = 550nm 

Table 4: Defocus distance corresponding the different PV distances 

Δ 𝑑 

0.25 λ 49 µm 

0.50 λ 98 µm 

1.00 λ 196 µm 

2.00 λ 391 µm 
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Simulations 

With the main design parameters defined, we simulated the shape of the system PSF using the Fast Fourier Transform 

(FFT) method of  Zemax [11]. The FFT PSF results were compared to the more complete but much slower Huygens PSF 

method. The differences were small enough such that the faster FFT method could be used. Calculations were run with a 

1024*1024 pupil grid and a 2048*2048 image grid. Figure 1 shows the result of the numerical simulations.  

Figure 1: Simulation of the PSF cross sections for different defocus distances and at different locations in the image 

(left to right) 

The figure shows, for different angles between the optical axis and the chief ray and for different defocus distances along 

the optical axis, the shape of the expected PSF. One can observe that the PSF full width at half maximum (FWHM) is 

close to the one expected for the diffraction limit (3.4 µm). The shape of the PSF is also compact enough such that the 

energy of a point like source is concentrated on an area smaller than a pixel (5.6µm). Surprisingly, the simulation shows 

that the PSF corresponding to a defocus distance of 100µm is more compact than the one corresponding to no defocus 

distance (0µm). This could be due to the fact that spot size was not the only optimization metric, but others aspects such 

as telecentricity may also play a role. Next to that, the wavelength and the field angle variation between the recorded 

images and simulations could also explain that the optimal image sharpness is not found for 0µm defocus shift. These 

results indicate that the image recorded with a defocus distance of 100µm would be sharper than the one recorded with 

applying a defocus. 

Using the PSF simulation results, we also simulated the output quality of the final reconstruction. The principle of the 

simulation is shown in Figure 2. A ground truth image (cameraman) is degraded with an arbitrary distortion on the phase 

coefficient, with 𝑐𝑥 a slope running from +5 to +30 and 𝑐𝑦 constant +5. The degraded image is then convolved with both

PSF’s to simulate the two images (called PD-0 and PD-1) that would have been recorded by the system. The correction 

algorithm (described in section 2 above) generates a corrected image from the two simulated images. The corrected image 

is compared to the original distortion free ground truth image and the peak signal to noise ratio (PSNR) between the 

corrected image and the ground truth is computed. The results are summarized in Table 5. 
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Figure 2 Simulation principle 

Table 5: PSNR of the corrected image for different combinations of defocus 

Defocus 

[µm] 

PSNR  

Field position (0.000° - 0.086° - 0.263°) 

[dB] 

PD0 PD1 Corrected image 

A 0 -100 28.4 – 28.6 – 30.5 

B 0 100 29.0 – 29.3 – 31.4 

C 0 200 28.9 – 29.2 – 31.1 

D -100 100 24.6 – 24.7 – 25.7 

E -100 200 24.5 – 24.7 – 25.7 

F 100 200 35.4 – 35.5 – 35.0 

These second set simulated data tend to show that the highest PSNR for the corrected image can be achieved when the 

sharpest image (100µm defocus) is used like in the simulation B and F. Furthermore, when referring to Figure 1, the best 

results (F) are obtained when using the combination of sharpest and the blurriest images (200µm defocus). In our particular 

case the optical axis position difference between the two frame that give the best results is 100µm (0.51λ PV distance). 

3 EXPERIMENTAL SETUP 

Implementation 

Figure 3 shows a picture of our setup and Table 6 summarizes the main parameters of the setup. The system consists of a 

high speed camera Phantom Miro C210 [12] recording the image of the scene focused by an achromat doublet lens (1m 

focal length and 150mm aperture diameter). To simplify the model, we perform the correction for a single wavelength and 

we select a 10nm wide region around λ=550nm using a bandpass filter mounted on the camera.  

The defocus variation is generated by translating the image plane along the optical axis. Since the time span during which 

the turbulence effect can be considered constant is relatively short (Table 3), one needs a translation rapid enough to move 

the imaging plane by the defocus distance (Table 4) during that interval. The fast translation required to record the two 

images is generated by stacking two translating stages (each of them having a maximum velocity of 20mm/s) carrying two 

mirrors that fold the rays back to the camera and multiply the displacement by a factor 2. This construction allows to reach 
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a speed of 80mm/sec, being able to create phase diverse images with 1.0λ PV distance suitable for correction of turbulence 

effects with a time scale τ0 up to 2.2ms.

Figure 3 Picture of the setup. Left the Zemax layout, where the mirrors are the movable parts. Right an image of 

the setup on the optical bench.  

Table 6: Main parameters of the phase diversity setup used in the experiment 

Optics 

Focal length 1000 mm 

Aperture diameter 150 mm 

Detector 

Resolution 768 x 768 pix 

Pixel pitch 5,6 µm 

Spectral bandwidth 550nm /10nm 

IFOV 5,6 µrad 

Frame rate 2 kHz 

Image plane velocity 80 mm/s 

As shown in the previous sections, a good system resolution is necessary to resolve sufficient detector pixels within the 

isoplanatic patch size. Given the fixed detector pixel pitch, the resolution will scale with the focal length, with a better 

resolution for longer focal lengths. This must be balanced with the aperture size, which will impact the turbulence observed, 

the diffraction limit and the instrument f/# and will determine the depth of focus. The latter is preferably small, to generate 

large phase diversity within small scales. For practical reasons, the system design was limited to the choices of components 

with long focal lengths (70-200cm) and large apertures (70-200mm). An additional constraint was that even with a 10nm 

bandwidth spectral filter, the chromatic variations are sufficiently present that an achromatic lens was required. The best 

balance of performance was found for the parameters shown in Table 6, with 1m focal length and 150mm aperture 
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diameter. For a target distance of L = 2 km, the expected resolution per detector pixel is ~1.1cm, with a FOV of 8.6m in 

horizontal and vertical directions. 

Experimental setup 

Figure 4 shows the principle of the experiment. An USAF chart is placed at 50m distance from the phase diversity setup. 

The chart is illuminated by a halogen light source.  

Figure 4 Experimental setup 

We recorded static and dynamic sequences as shown in Figure 5: 

• 18 static sequences with the stage driven at a fixed position. The defocus distance stays constant during the recording

of the sequence. Each sequence consists in 200 frames recorded at 100Hz using an integration time of 2.5 msec.

• 5 dynamic sequences, with the stage moving while recording the sequence. The stage motion induces a displacement

along the optical axis at 80mm/sec. We recorded 2 sequences of 2000 frames at 2kHz with 498 µsec integration time,

2 sequences of 2000 frames, recorded at 1kHz with 498 µsec and 998 µsec integration time and 1 sequence of 200

frames, recorded at 100Hz with 2.5msec integration time.

Figure 5 Comparison of the static and dynamic modes used to record the sequences 

4 RESULTS 

PSF Calibration 

We first measured the PSF Full Width at Half Maximum (FWHM) for different position of the stage on static recordings 

and compared it to the FWHM measured on all frames of a dynamic recording (at 2kHz). Figure 6 shows the result.  
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Figure 6: Comparison of the PSF FWHM measured on the static sequences compared to the PSF FWHM measured 

on a dynamic sequence at 2kHz 

One can observe that the sharpness measured on the dynamic sequences (FWHM 14µm) is slightly lower than the 

sharpness measured on the static sequences (FWHM 11µm). The lower sharpness of the dynamic sequences can partially 

be explained by the stage displacement between the begin and the end of the integration of each frame. With a speed of 

80mm/sec, for a dynamic recording made at 2kHz with an integration time of 0.5msec, the sensor has virtually moved by 

40µm during the integration of each frame which is not negligible when looking at the differences between the simulated 

PSFs shown in Figure 1. One can also not rule out that by using stacked stages, low amplitude high frequent vibrations 

are occurring. Vibrations may bring an additional degradation of the sharpness when compared to static recordings.  

It is also worth noting that even with static measurement, the system sharpness differs from the one predicted by the 

simulation. When comparing those results to the diffraction limit, the FWHM of the airy disk corresponding to our system 

is  

𝐹𝑊𝐻𝑀𝑎𝑖𝑟𝑦 = 1.025
λf

D

With 𝜆 = 550nm, D =0.15m and f=1.0m, one gets 3.8µm for the FWHM of the airy disk, much smaller than the 11µm 

measured on the static sequences. Therefore, we conclude that the current setup is not limited by the diffraction but by its 

own aberrations. 

Influence of the defocus distance 

Next, we compared the reconstruction quality by varying the defocus distance used to create the aberrated image. The 

tunnel setup has a single source of light, the lighting conditions are much darker (below 5000 lux) when compared to 

outdoor conditions (>50000lux). In order to minimize the effect of noise and the effect of the integration while the stage 

is in motion, conditions specific to our optical corridor, we compared the effect of the defocus distance using the images 

from the static recordings.  

We select the sharpest image and measured the FWHM of the corresponding PSF, which was 11,42µm. We processed the 

sharp image (called PD0) together with the image (PD1) corresponding to the defocus distance for which we want to 

evaluate the quality. When comparing the FWHM of the PSF corresponding to the corrected image to the FWHM of the 

PSF corresponding to both input images, we notice that the sharpness of the output image is in all cases higher than the 

one of both input images. The sharpness in the output image does not strongly depend on the defocus distance that has 
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been chosen even though we notice a slight sharpness increase when using longer defocus distances. The FWHM of the 

PSF corresponding to the corrected image is still 1,8x wider than the FWHM that could be expected from the Airy pattern 

corresponding to the diffraction limit of the system. 

Table 7: FWHM of the corrected image for different defocus distances and detail crops of the sharp, the aberrated 

and the corrected image.  

Defocus 

distance 

[µm] 

FWHM of 

the aberrated 

image 

[µm] 

FWHM of 

the corrected 

image 

[µm] 

Sharp image Aberrated image Corrected 

image 

100 14,45 7,62 

150 13,77 6,94 

200 18,92 7,17 

250 17,47 6,50 

350 28,45 6,72 
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450 32,36 6,49 

550 42,45 6,04 

5 CONCLUSIONS, DISCUSSION AND FUTURE WORK 

In this paper we explored some of the advantages of having a time-varying phase diversity setup for turbulence mitigation. 

The principle is that we record two images within a short time interval that the turbulence fluctuations are limited. The 

recording is made while translating the sensor focal plane to record multiple images known aberrations between them. In 

this paper, the designed setup, where the aberration is inserted by a moving mirror, is described along with experiments in 

an optical corridor. It is demonstrated that the setup can indeed be used to sharpen the images. However, it can be seen that 

the movement of the stage introduces more aberrations than originally expected in the simulations. A next step for this 

work is to test the setup with images recorded over an optical path including turbulence. This can be simulated turbulence 

by placing heaters in the optical corridor or measurements in the real world. We also plan to compare the time varying 

phase diversity prototype to the classical single aperture /dual sensor approach.  
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ABSTRACT 

A scanning LIDAR system that uses a single pixel detector can be highly attractive, with simple data processing coupled 
with low cost and complexity. However, the impact of ambient light noise is much greater than with a multiple pixel 
system. A potential means of overcoming this is to filter for transverse spatial coherence. Such filters have been discussed 
and evaluated in the literature, typically based on an axicon or a spiral phase plate that creates a ring with coherent light. 
Incoherent light, in contrast, smears the light out diffusely, allowing for spatial separation and thus, filtering. The focus of 
the existing literature tends to be in optical communication or underwater ranging, whereas a free-space LIDAR 
environment has distinct issues that inhibit the practicality of the filter if a direct replication is performed. This work thus 
focusses on exploring the practical implementation of these filters in a free-space LIDAR environment. 
 
Keywords: Times Roman, image area, acronyms, references 
 

1. INTRODUCTION 

Achieving a long-range LIDAR system is a challenging task, primarily complicated by the large amounts of background 
light contributed by the sun across a wide spectrum. As such, minimising the amount of background light picked up is 
essential. This can be accomplished in a variety of ways, such as reducing the field-of-view (FOV) observed (either by 
compromising on the system’s total FOV or by dynamically steering it), using a detector array, range-gating or by taking 
a frequency-modulated continuous-wave (FMCW) approach. Such methods come with downsides, such as the need for 
additional electronics with an actively steered FOV approach, the expense of sensitive detectors with an array approach, a 
loss of dynamic range with range-gating and the need for highly expensive, long-coherence length lasers for FMCW.  
A potential method for separating signal from noise that would come with relatively minimal downsides is to employ a 
spatial filter that exploits spatial coherence. Such a system would take advantage of the higher transverse spatial coherence 
of the reflected speckle, separating it from the background noise using interference, an approach that would be entirely 
passive. The noise light could then be blocked, and the signal light reconverted to a form that would allow for a single-
pixel detector. This technique has been discussed in various works, exploiting axicons [1], SLMs [2][3], and spiral phase 
plates [4][5][6] as the optical elements in the filter. The goal of the work presented in this paper is to explore whether these 
filters can be employed in a free-space LIDAR environment, and whether they offer any improvement over a simple lens 
and iris.  
 
The transverse spatial coherence length, dc, describes the spatial extent of a light source [7], specifically its angular extent 
𝜃 relative to the wavelength 𝜆, as shown in equation (1) [8]: 
 

𝑑 = 1.22 
𝜆

𝜃
                                                                                                         (1) 

 
The above describes light sources where the points of illumination are spatially uncorrelated with each other (e.g. a bulb 
filament, speckle [9][10]). 
To take advantage of a spatial coherence filter, the signal FOV must be notably smaller than the noise FOV. A scanning 
LIDAR system describes just such a situation. 
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2. LITERATURE  

There have been a number of papers published in recent years that discuss different methods of employing spatial 
coherence filtering. 
One such paper, “Enhanced underwater ranging using an optical vortex” by Jantzi et al. [4] employed a spiral phase plate 
to separate coherent backscatter from an underwater target from incoherent forward scatter. A spiral phase plate imparts 
orbital angular momentum [11] onto a beam (i.e. the wavefront becomes helical through space, with the number of helices 
per wavelength called the topological charge), generating a ring-shaped Laguerre-Gaussian (LG) output beam from a 
gaussian input. As it is an interference phenomenon, the formation is coherence sensitive.   
The filter thus operates by having coherent backscatter (which originates from a small part of the FOV) form a ring shape, 
where incoherent forward scatter (originating from a larger part of the FOV) forms diffusely. A streak camera then records 
both the intensity pattern and the spread of arrival times of the photons. The filter allowed them to reduce the timing error 
in their measurements, particularly in turbid water.  
Another paper that describes a spatial coherence filter is “Numerical simulation model of an optical filter using an optical 
vortex” by Zhou et al. [3].  In their work, they utilise a spatial light modulator (SLM) with a phase map that will impart a 
topological charge onto the beam, forming a ring-shaped Laguerre-Gaussian (LG) beam if the incident light is coherent, 
and experiencing no significant change if the light is incoherent.  
 

 
Figure 1. Taken from [3]. a) shows the setup used to demonstrate spatial coherence filtering of a laser and a halogen lamp. The 
coherent laser light will form a ring after interacting with the phase map of the SLM, where the incoherent light will not interact 
meaningfully with the SLM. b) shows the spatial separation achieved by the filter. 
 

To further increase the spacing, a Fresnel lens mask was combined with the LG mask, with their results showing that the 
incoherent light does not strongly interact with this, but the coherent light will defocus to increase the ring radius. Their 
system is shown in Figure 1, alongside images of their filter.  
With these papers as a basis, an exploration of how a spatial coherence filter could be employed in free-space LIDAR was 
performed. 
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3. SETUP & METHOD 

To explore the implementation of an interferometric spatial coherence filter, the setup in figure 2 was used. Light from a 
532nm laser is passed through a ground glass plate (GGP) with a diverging lens placed at different distances to vary the 
illumination area on the GGP, which in turn varies the FOV of the light scattered by the GGP and thus, the spatial 
coherence.  This light then passes through a linear polariser before interacting with an SLM.  

 

 
Figure 2. Setup for spatial coherence experiment. Laser light is expanded by a lens before being incident on a ground glass 
plate and passing through a linear polariser. The light is then incident on an SLM which generates a Laguerre-Gaussian beam 
of varying quality dependent on the spatial coherence length of the incident light, which is later imaged onto a camera. 

The SLM adds an LG phase mask to the light incident on it. The linear polariser ensures that the incident light is at the 
optimal polarisation for the SLM. The filter would take a similar form to Zhou et al’s, where a central blockage could filter 
out the low coherence length light from the higher coherence length light. With a scanning LIDAR, the high coherent 
length light can originate from different parts of the FOV. Thus, for the filter to operate successfully, the high coherent 
signal would need to pass the central blockage with low loss in all positions in the FOV, compared to the low coherent 
“noise”. 
 

4. RESULTS 

To analyse this, a MATLAB code was developed (adapted from [12]) that examined the total radial power distribution for 
the image. The code creates pixel bins with different radial bands. The total power within one of these bins is then 
calculated by simply summing the pixels within it. It is important to look at the total since a single line of pixels would not 
give an accurate impression due to the speckle distribution.  
With the radial power thus measured, this is then translated into a cumulative power plot, to show how the total radial 
power varies with radii. Finally, this is normalised and subtracted from 1, to show remaining radial power at different radii. 
This was analysed for light over a large FOV (dc of 18.9µm), light from a small FOV (dc of 233µm) in the centre of the 
large FOV; light from a small FOV at the edge of the large FOV; and light from a small FOV midway between the centre 
and the edge of the large FOV. For the filter to operate, all 3 small FOV positions would need to simultaneously pass more 
light than the large FOV at a particular radius. The results are shown in figure 3. 
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Figure 3. The remaining radial power for light of different spatial coherences (233µm for small and 18.9µm for large) and 
different positions in the FOV for a) LG 0, b) LG 100, c) LG 200 

It can be seen that the spatial coherence filter does not work as there is no pixel radius value in any of the graphs where all 
3 positions of the small spot are able to get above the large FOVs value. This was true when tested with topological charges 
of 0, 10, 20, 50, 100, 200 and 400. One reason for this is that low spatial coherence light also becomes ring-like, particularly 
for higher topological charges. The “noise” thus tends to chase the signal, reducing the effectiveness of such an approach. 
A second reason is that the signal cannot get far enough outside the central noise spot, resulting in only a small fraction of 
the total noise FOV being blocked. Attempts were made to improve the size of the ring using a Fresnel lens mask, in line 
with the approach reported by Zhou et al, but we found that this lens interacted to the same extent for light regardless of 
its coherence (which is expected given it is a refractive process rather than an interference based one).  
 

5. DISCUSSION 

There are various reasons why the spatial coherence filter reported in this paper fails in comparison with the previous. In 
[1], “Enhanced underwater ranging using an optical vortex”, the key benefit of the system is in reducing the return time 
error, rather than specifically as an SNR improvement. Such an application would be unlikely to be beneficial in most free-
space LIDAR applications, where forward scatter makes up a relatively small fraction of the noise.  
In [3], “Numerical simulation model of an optical filter using an optical vortex”, it is unclear how they were able to achieve 
the improvement using a Fresnel lens mask on the SLM. As discussed earlier, a Fresnel lens exploits refraction rather than 
interference to produce its focussing effect.  
In other works [2][4], the spatial coherence filter ultimately acts as an FOV filter, where the position of the object is known. 
It is unclear what the benefits are of such an approach compared to a simple iris and lens.  
There could be some viability with this spatial coherence filter if it could be paired with a circle detection scheme. This 
would necessitate computationally heavy algorithms however, and the benefits in terms of the SNR are unclear (e.g. the 
SNR is better with a single strong measurement, rather than multiple weak measurements with the same total). 
 

6. CONCLUSION 

Filtering the strong background noise is essential in long-range scanning LIDAR. A potential means of doing this is to 
exploit spatial coherence to enable spatial filtering, as described in publications by other authors. This approach exploits 
the higher spatial coherence of a reflected signal relative to the background noise that would make it prone to experience 
interference effects.  
The free-space scanning LIDAR arrangement explored in this paper is however different from the LIDAR arrangements 
and applications of the earlier authors, and so we have aimed to explore how such an approach can be adapted to the new 
environment. The work described here used an SLM to generate an LG ring, with the idea being that the low coherent 
noise light would focus to a central spot, whilst the high coherent signal light would form a ring outside this. The noise 
would thus be blocked, whilst the signal light would be able to pass.  
However, our results show that such a filter does not work with the free-space scanning LIDAR arrangement. We showed 
that the incoherent noise was affected similarly to the coherent signal in that both generated an LG ring in the far field thus 
making it impossible to spatially filter out the noise.  
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ABSTRACT 

We have set up a Gated Viewing (GV) system operating at a laser wavelength of 2.09 µm in the short-wave infrared 

(SWIR) spectral range to experimentally assess the potential of such a system for security and military applications like 

long-range target identification and intelligence, surveillance and reconnaissance (ISR) in low visibility conditions. In 

particular, we compare this system with GV systems operating at the widely used SWIR wavelength of 1.57 µm. Our focus 

is on examining physical effects such as laser reflection and speckles at the target surface as well as atmospheric impacts 

like transmission and turbulence. Finally, estimates of system ranges are made.  

The gated viewing camera is based on an array of 640 × 512 mercury cadmium telluride (MCT) avalanche photodiodes 

(APD) with a pitch of 15 µm. The cut-on and cut-off wavelengths are 0.9 µm and 2.55 µm, respectively, providing 

sensitivity in the extended SWIR (eSWIR) spectral range. This allows to capture both laser wavelengths 1.57 µm and 

2.09 µm with the same GV camera. The camera is equipped with an aspherical F/3 lens with a focal length of 600 mm, 

resulting in a field-of-view (FOV) of 0.92° × 0.73°.  

The 1.57 µm laser is based on a commercial flashlamp-pumped Nd:YAG laser combined with an optical parametric 

oscillator (OPO) with a maximal pulse energy of 65 mJ at 20 Hz pulse repetition frequency (PRF) and a pulse width of 

τ = 11 ns. The 2.09 µm laser is an in-house developed solution with approximately 20 mJ at 20 Hz PRF and τ = 12 ns.  

 

Keywords: Laser Gated Viewing, Range-Gated Imaging, Active Imaging, Laser Wavelength, Short-Wave Infrared 

(SWIR), Poor Visibility Condition, Contrast Enhancement, 3D Imaging 

 

 

1. INTRODUCTION  

In recent years, a lot of research has been conducted and published on the topic of gated viewing (GV) for long-range 

reconnaissance in military and security applications ([1]-[5]). Typically, the laser wavelength used for such GV systems 

is around λ = 1.57 µm in the short-wave infrared (SWIR) ranging from 1 to 3 µm. The two main reasons for this are that, 

on the one hand, this wavelength can be utilized to achieve long system ranges of several kilometers despite compliance 

with laser safety regulations (λ > 1.4 µm) and, on the other hand, high-power laser sources at this wavelength are easily 

available due to a variety of compact and efficient technical solutions such as flashlamp- or diode-pumped solid-state 

Nd:YAG lasers, Er fiber lasers and laser diodes.  
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Considering the detector side, there are two main technical concepts providing sensitivity for this laser wavelength. Gated 

SWIR cameras based on Indium Gallium Arsenide (InGaAs) detector arrays are available with up to 640 × 512 elements 

currently ([6]) and EBCMOS GV cameras based on InGaAs photocathodes with internal gain provide high sensitivity in 

the SWIR with a quantum efficiency above 25% at 1.55 µm ([7]). InGaAs cameras with internal gain forming an avalanche 

photodiode (APD) detector array are also suitable for this purpose ([8]).  

We investigated alternative wavelengths with comparable properties that are also feasible for a GV system. With respect 

to the atmospheric transmittance and the possibility of technical realization of laser system, the laser wavelength 

λ = 2.09 µm was chosen in this research. It offers the following advantages: 

- Comparable atmospheric transmittance to 1.57 µm (approximately 96% for a standard atmosphere and a 

horizontal path with 1 km length in Figure 1) 

- Possibility of technical realization by pumping a Ho3+:YAG crystal with a continuous-wave (cw) Tm3+:fiber laser 

and combining it with an acousto-optic modulator (AOM) for pulsed operation (see section 2.2) 

 

 

Figure 1: Atmospheric transmittance as a function of the wavelength for a model standard atmosphere and a horizontal path 

with length 1 km calculated with the software FASCODE from the database HITRAN (Ontar Corp.) 

 

InGaAs based cameras are not sensitive for a laser wavelength of 2.09 µm due to their typical cutoff wavelength of about 

1.7 µm. Therefore, we have utilized a SWIR GV camera developed at AIM in Germany based on mercury cadmium 

telluride (MCT or HgCdTe) APDs ([9]) identical to the InGaAs based one in [8] mentioned above except for the detector 

material. Thanks to a suited mercury-to-cadmium ratio, the photodiodes of this detector provide a cutoff wavelength of 

2.55 µm, thus allowing the detection of both wavelengths 1.57 µm and 2.09 µm. In previous work, we have already used 

this MCT-APD based SWIR GV camera ([10]-[12]).  

For the purposes of experimental system assessment and investigation of wavelength dependent physical effects, we have 

set up a SWIR GV system consisting of the MCT-APD based GV camera and two lasers at 1.57 µm and 2.09 µm 

wavelength for sequential illumination of the scene.  

In chapter 2, the components and the set-up of this SWIR GV system are described and their specification data are given 

– in sections 2.1 and 2.2 for the illuminations lasers, in section 2.3 for the SWIR GV camera and in section 2.4 for the 

entire integrated SWIR GV system.  
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2. SYSTEM SET-UP AND SPECIFICATIONS 

 

2.1 Illumination laser at 1.57 µm wavelength 

The laser illuminator at 1.57 µm wavelength is based on the commercially available pulsed lamp-pumped Nd:YAG laser 

CFR400 from Lumibird Quantel Lasers modified by the technique for homogeneous speckle-reduced illumination 

presented in [13]. The main laser parameters are listed in Table 1.  

 

Table 1: Relevant parameter of the illumination laser at 1.57 µm wavelength 

Parameter Value / Property Remark(s) 

Wavelength 1.57 µm - 

Pulse Energy 33 mJ 
measured after beam shaping,  

originally 65 mJ 

Repetition Rate 20 Hz max. 

Pulse Width ~7 ns measured FWHM 

Beam Diameter < 7 mm at laser output 

Beam Divergence 1° × 0.8° after homogenization waveguide,  

adapted to the camera field-of-view (see section 2.3) Beam Profile Rectangular Flat-top 

Cooling Type Water-to-Air - 

Laser Class 4 

calculated with software “LaserSafe PC 

Professional” (Ver. 5.1) for the above parameters 
N.O.H.D. 1.2 m 

Extended N.O.H.D. 11.1 m 

 

The laser is mounted next to the GV camera on a common tripod. They were aligned with each other so that the illuminated 

area matches to the field-of-view of the camera at the measuring distance.  

 

2.2 Illumination laser at 2.09 µm wavelength 

The 2.09 µm illumination laser is an in-house development at IOSB. It is realized on a 600 mm × 400 mm breadboard 

which is encapsulated from the environment by a custom manufactured housing, providing protection against 

environmental influences. The board is mounted on a separate tripod allowing the illumination laser to be lined up 

according to the GV camera. Including housing and components, the overall weight is below 46 kg. To maintain a constant 

temperature in sealed operation, all beam dumps are actively cooled. Output coupling from the housing is realized by an 

anti-reflection (AR) coated window. 

The 2.09 µm illumination laser is realized as an actively Q-switched Ho3+:YAG laser, optimized for short, high-energy 

pulses. A schematic drawing of the laser is shown in Figure 2. For pumping, a commercially available Tm3+-doped fiber 

laser with a beam quality of M2 < 1.1 and a spectral emission at 1908 nm is used. The pump laser is equipped with a 

collimator and the pump beam is focused by a telescope consisting from the lenses L1, L2 and L3 into the Ho3+:YAG crystal 

with a beam diameter of 1.1 mm. The pump beam is coupled into the cavity with a 45° dichroic mirror which is highly 

transmissive for the p-polarized 2090 nm light. This ensures the linearly polarized output.  
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Figure 2: Setup of the 2.09 µm illumination laser 

 

The cavity is built by a dichroic highly-reflective (HR) mirror next to the Ho3+:YAG crystal that transmits the residual 

pump light into a beam dump. An output-coupler (OC) with a relatively low reflectivity of 30% is used to reduce photon 

density inside the cavity. Q-switching is realized by a Brewster-cut AOM. The beam divergence is adjusted to 2° (1/e2 

beam diameter) by an additional defocusing lens.  

With the cavity primarily designed for high pulse energy, the set point of operation for the 2.09 µm illumination laser 

provides Gaussian shaped pulses with a repetition rate of 20 Hz and a pulse energy of 19.9 mJ. The laser pulses are 

characterized at a pump power of 32.4 W and 20.9 W. For illumination, the laser was optimized and operated at the high-

energy setting. In both points of operation, the beam quality factor is below M2 < 1.2 for both axes. Due to a higher 

inversion at a pump power of 32.4 W, the pulses were considerably shorter and the pulse delay was decreased compared 

to the operation point of 20.9 W of pump power (see Table 2). 

 

Table 2: Characteristics of the 2.09µm illumination laser at different points of operation 

Pump power: 32.4 W 20.9 W 

Pulse energy: 19.9 mJ 5.7 mJ 

Pulse width (FWHM): 12 ns 54 ns 

 

For measuring these characteristics, the pulses were recorded by a fast photodetector and a fast oscilloscope was used to 

measure the trigger and pulse signal. 

Since the excited state lifetime of τf ≈ 7.9 ms of the Ho3+-ions ([14]) is shorter than a pump interval at the repetition rate 

of 20 Hz, the gain medium is saturated prior to every pulse. Consequently, reductions of the repetition rate will maintain 

pulse energy, peak power and pulse width while the average power scales proportionally to the repetition rate.  

In the opposite regime, frep >> 1/τf ≈ 127 Hz holds and it is characterized by a constant average power, a proportionality of 

the pulse duration with the repetition rate and an inverse proportionality of the pulse energy with the repetition rate. For 

Ho3+:YAG lasers, comparable designs show a transition into the quasi-continuous regime at around 2 kHz ([15]). Due to 

then different thermal lensing power inside the Ho3+:YAG crystal and shorter pump phases at higher repetition rates, the 

laser design needs some adjustments in order to provide good mode matching and high pulse energies. Although the highest 

pulse energies being more easily generated at lower repetition rates, as longer pump times allow for higher inversions, 

high multi-mJ output pulse energies are possible also at high repetition rates when needed for a given application. 
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2.3 SWIR GV camera based on MCT APD array 

GV Focal-Plane-Array (FPA) 

The core of the GV active imaging system is the detector module providing sufficient sensitivity and precise gating 

capability. The Readout-Integrated-Circuit (ROIC) developed at AIM features a capacitive-transimpedance-amplifier 

(CTIA) in the input stage and provides four analog output channels with a clock rate of 10 MHz per channel. The format 

of the GV-ROIC is 640 × 512 pixels with 15 µm pixel pitch. The charge handling capacity (CHC) is about 120.000 e- and 

the readout noise with no correlated double sampling (CDS) is about 80 e- ([16]).  

In GV mode the integration phase is executed first and the pixels are read out afterwards. The integration time is 

synchronized to an external gating signal by sampling the gating signal with the internal clock. The internal clock is 

generated by an on-chip phase-locked-loop (PLL) derived from an external master clock. The maximum frequency of the 

internal clock is 200 MHz providing a time base of 5 ns for internal gate control of delay and integration, corresponding 

to a depth control in steps of 75 cm. The pixel clocks controlling the integration time are synchronized to the internal clock. 

Gate control can either be done internally by programmable registers or by external signals. In GV mode a maximum frame 

rate of 100 Hz, if only the signal level is read out, or of 50 Hz, if also the reset level is read out for CDS, can be achieved.  

The avalanche photodiodes (APD) in the array are based on AIM’s standard n-on-p HgCdTe based technology for SWIR 

detectors. The doping profile has been optimized to enable high reverse bias voltages. For HgCdTe-based photodiodes 

with a cutoff wavelength of 2.55 µm an avalanche multiplication factor of up to 20 at a reverse bias of 14 V can be achieved 

([9], [16]). With longer cutoff HgCdTe-material even higher multiplication factors are possible at a comparable reverse 

bias but lower operating temperature. Due to the specific bandstructure of HgCdTe the APDs exhibit a close to constant 

exponential gain increase with respect to the reverse bias and the excess noise factor is close to unity and almost 

independent of the gain. For 2.55 µm cutoff wavelength the dark signal limited operation temperature is about 170 K. 

The GV FPA is built into a standard integrated dewar/cooler assembly (IDCA) with an AIM SX040 split linear microcooler 

and a dedicated command and control electronics (CCE). A separate trigger board allows synchronisation with the laser 

illuminator. The quantum efficiency η of the IDCA is relatively constant at a value of 75 % ± 5 % over the whole spectral 

range from 900 nm to 2400 nm. The quantum efficiency for the two laser wavelengths are nearly equal with values of 

approximately η1.57µm = 74 % and η2.09µm = 75 %. The small difference is due to the design of the AR-coating on the FPA. 

The reflection is slightly different at the two wavelengths.  

GV Field-Demonstrator 

To demonstrate the long-range reconnaissance capability of the GV detector a field demonstrator has been developed. The 

design goal was a spatial resolution of 2.5 cm on objects in a distance of 1000 m. A 3D CAD sketch of the SWIR GV 

camera head is depicted in Figure 3.  

 

Figure 3. 3D CAD sketch of the camera head of the developed SWIR GV field demonstrator 
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It consists of one aspheric lens with F# 3 and focal length f = 600 mm. The lens focusses the incident light by the two 

mirrors onto the SWIR GV module. The folded optical path assures a rather compact housing. A filter mount for a band 

pass filter is placed in front of the SWIR GV module in order to block any light with a wavelength different from the 

selected laser wavelength.  The two mirrors are attached to a mounting rail, which can be moved over a motorized stage 

to focus to distances up to infinity.  

The given detector format and pitch size of 640 × 512 and 15 µm and the focal length of f = 600 mm result in a narrow 

field of view (NFOV) of approximately 0.92° × 0.73°. At the top of the housing, a mount for the laser collimator optics is 

available. Optionally, an overview camera, e.g. with a wider field of view than that of the GV camera, can be placed on 

top of the GV camera. 

 

2.4 Integrated SWIR GV system  

Figure 4 gives an impression of the experimental set-up of the entire SWIR GV system with the two lasers at 1.57 µm and 

2.09 µm wavelength and the SWIR GV field demonstrator described in the previous sections.  

 

 

Figure 4. Image of the experimental set-up of the SWIR GV system mounted on two tripods and directed towards the 

measurement site through an open window in our lab 

 

The two different laser wavelengths have been subsequently used for scene illumination with a time interval of some few 

minutes (~2-3) in between for the following system modifications:  

1. Adapting the trigger wiring, settings and modes:  

a. For 1.57 µm, the GV camera as a master triggers the flashlamp of the laser, which in turn triggers 

internally the Q-switch after 168 µs delay time. Then the Q-switch OUT trigger of the laser is used for 

the GV camera as synchronization signal to provide a minimal jitter of only about 1 ns.  

b. For 2.09 µm, the GV camera also as a master triggers the AOM of the laser for pulsed operation. Then, 

the GV camera is switched active after a fixed time interval which is based on the low-jitter delay time 

of the laser of approximately 1 µs until the laser pulse is emitted.  

2. Changing the bandpass filters in front of the SWIR GV module:  

a. For 1.57 µm, two bandpass filters are used simultaneously. First, a narrow spectral filter at 1575 nm with 

a FWHM of 50 nm and a transmission of almost 100 % is used to block any other wavelength down to 

200 nm and up to 1800 nm. Second, a bandpass filter at 1550 nm with a FWHM of 255 nm and a 

transmission of 95 % is used to block wavelengths up to 2.6 µm above the detector cutoff wavelength.  

b. For 2.09 µm, a bandpass filter with a window at 2-2.5 µm and a transmission of 90 % is used to block 

any other wavelength of the detector sensitivity range. Unfortunately, a filter with a narrower 

transmission window was not available at the time of the measurements.  

3. Refocusing of the receiver optics to account for the different laser wavelengths  
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3. RESULTS 

3.1 Church tower at 700 m 

We performed the first measurements with the built-up SWIR GV system on a church tower at a distance of about 700 m. 

The tower at this distance fits quite well in the field-of-view and offers differently reflecting building parts and small 

details to be resolved. Further the laser beam path length of 1400 m allows investigating the influence of the laser 

wavelength on the intensity scintillations caused by atmospheric turbulence.  

The gate length was set to be 30 m and the frame rate was 20 Hz for all these measurements. The maximal laser pulse 

energy for each wavelength were used, i.e. E = 33 mJ for λ = 1.57 µm and E = 20 mJ for λ = 2.09 µm. The APD gain M 

of the SWIR GV field demonstrator was set to maximal values under the constraint that the camera image pixels are not 

saturated, resulting in M = 6 and M = 9, respectively. In total 200 frames were recorded for each wavelength to be able to 

perform frame averaging for turbulence mitigation and to evaluate statistics with respect to intensity scintillations. In 

Figure 5 the first frames of these sequences are shown in the top row with corresponding average images of the first 20 

frames in the bottom row.  

 

 

Figure 5. Top row: Single frames of the church tower at 700 m distance captured with the SWIR GV system for the laser 

wavelengths λ = 1.57 µm (left) and λ = 2.09 µm (right). Bottom row: Resulting images after performing the pixelwise 

average of 20 subsequent frames from the captured sequences to reduce the strong scintillations caused by turbulence. 

 

The single frames in the top row of Figure 5 are strongly affected by turbulence induced scintillations for both wavelengths. 

By averaging the first 20 frames of the recorded sequences this effect can be significantly reduced resulting in much more 

homogeneous images in the bottom row. The image quality for λ = 2.09 µm with respect to the residual speckle pattern is 

slightly worse due to the speckle-reducing illumination technique used for λ = 1.57 µm. However, the quantitative image 

impressions for the two wavelengths are comparable. So, λ = 2.09 µm is obviously are promising alternative illumination 

wavelength to λ = 1.57 µm with this respect.  
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The study the temporal intensity fluctuations, i.e. the turbulence induced scintillations, image pixels were selected and the 

gray values of these pixels over the frame number in the recorded sequences were analyzed. Exemplarily in Figure 6, the 

results for pixel (425|425) which is below the right window of the church tower are depicted.  

 

 

Figure 6. Gray values as functions of the frame number in the recorded sequences for the two laser wavelengths λ = 1.57 µm 

(Blue) and λ = 2.09 µm (Orange).  

In the graph in Figure 6, significantly smaller absolute fluctuations can be seen for λ = 2.09 µm compared to λ = 1.57 µm. 

For a relative evaluation, the variances normalized to their corresponding mean values are calculated in Table 3. 

Table 3: Temporal statistics for the data in Figure 6 

Pixel (425|425) λ = 1.57 µm λ = 2.09 µm 

Standard Deviation (σ) 5179 1216 

Mean Value (µ) 46901 26732 

Normalized Variance (σ2 / µ2) 0.0122 0.0021 

 

According to the results shown in Table 3, the normalized scintillation variances confirm the trend of a decrease of the 

scintillation for longer wavelengths as well. For a more reliable result, this evaluation is performed for all pixels in a 

region-of-interest (ROI) of size 50 × 50 below the right window of the church tower. The results are shown in the histogram 

in Figure 7.  

 

Figure 7. Histogram of the normalized scintillation variance for all ROI pixels for the two laser wavelengths λ = 1.57 µm 

(Blue) and λ = 2.09 µm (Orange). 

The mean values of the normalized scintillations variances in Figure 7 over all ROI pixels are:  

𝝈𝟏.𝟓𝟕 µ𝒎
𝟐 = 𝟎. 𝟎𝟏𝟎𝟖     and     𝝈𝟐.𝟎𝟗 µ𝒎

𝟐 = 𝟎. 𝟎𝟎𝟏𝟕 

This trend is also consistent with the expected behavior from theory, i.e. 𝜎2 ∝ 𝜆−7/6 (section 2.3.4 in [17]), although the 

numerical extend of the decrease is slightly larger than expected. 
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3.2 Laser reflectance of persons – Human skin and clothes 

In this section, investigations on the laser reflectance of persons with respect to the human skin and some cloth materials 

are made. Therefore, we have used four of the six reference targets shown in Figure 8. They have diffusely reflecting 

surfaces with predetermined hemispherical reflectance values for the calibration of measured pixel gray values.  

 

 

Figure 8. Diffuse reflectance targets with nominal reflectance values used for calibration 

 

In Table 4, the actual 8° hemispherical reflectance values of the calibration targets are listed for the two laser wavelengths 

λ = 1.57 µm and λ = 2.09 µm according to their calibration certificates.  

 

Table 4: 8° hemispherical reflectance values of the used reference targets for the two laser wavelengths 

Target λ = 1.57 µm λ = 2.09 µm Target λ = 1.57 µm λ = 2.09 µm 

5% 4.688% 4.720% 50% 47.053% 45.453% 

10% 9.196% 9.202% 90% (not used) (not used) 

20% 24.614% 25.196% 95% (not used) (not used) 

 

The reference targets are placed at a distance of 70 m. The laser pulse energy is set to the maximal value of 19.9 mJ for 

λ = 2.09 µm and to an attenuated value of 3.3 mJ (10%) for λ = 1.57 µm for optimal use of the dynamic range of the GV 

camera. The gate length is set to 30 m and the camera gain is off (M = 1). For each wavelength, a GV image of the reference 

targets is recorded and all pixels in ROIs of the targets indicated by yellow rectangles in Figure 10 are averaged. In the 

graph in Figure 9, the resulting mean values are plotted as circle markers vs. the reflectance values in Table 4. Then linear 

fits are calculated for each laser wavelength for calibration of the measured pixel gray values to the actual laser reflectance.  

 

 

Figure 9. Measurements of the mean pixel gray values () in the ROIs of the reference targets and linear fits for calibration  
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After application of the reflectance calibration, the calibrated images in Figure 10 both scaled to the same reflectance range 

0-50% are obtained. In these images, a person is sitting next to the reference targets. The reflectance values averaged in 

ROIs indicated by yellow rectangles are given for the reference targets as well as for the person’s head and clothes.  

 

 

Figure 10. Calibrated GV images for the laser wavelength λ = 1.57 µm (left) and λ = 2.09 µm (right) displayed for 

reflectance values in the range 0-50% showing a person next to the reference targets with resulting ROI reflectance values 

 

By comparing the averaged ROI reflectance values for the reference targets in Figure 10 with the actual values in Table 4,  

a very good agreement can be seen, verifying the correctness of the calibration process. Further, significantly lower 

reflectance values of the human skin at the person’s head (~4% vs. ~8%) and the person’s clothes (~29% vs. ~40%) for 

the laser wavelength λ = 2.09 µm compared to λ = 1.57 µm can be observed. The relative decrease is approximately 46% 

and 20-37%, respectively. Figure 11 shows enlargements of the upper left sections of the above images both with enhanced 

contrast to reflectance values in the range 0-25% providing more image details.  

 

 

Figure 11. Enlarged sections of the images in Figure 10 with reflectance values in the range 0-25% 

 

The reason for the lower reflectance of the human skin for the laser wavelength λ = 2.09 µm compared to λ = 1.57 µm is 

the strong absorption by water near 1.9 µm wavelength (see also Figure 13 in the next section on reflectance of vegetation).  
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3.3 Laser reflectance of vegetation – Tree trunks and leaves  

In this section, the laser reflectance of vegetation for the laser wavelength λ = 2.09 µm compared to λ = 1.57 µm is studied. 

Therefore, we have recorded a chestnut tree at a distance of 100 m with the SWIR GV system operated with the same laser 

pulse energies as in the previous section. So, the same calibration curves are valid and can be used for reflectance 

calibration because the difference in target distances of 30 m (100 m vs. 70 m) is neglectable. Again, the gate length is set 

to 30 m and the camera gain is turned off (M = 1). The results are shown in Figure 12. For the reason of a better comparison, 

both reflectance images are scaled to the same range 0-30%.  

 

 

Figure 12. Calibrated GV images of a chestnut tree at a distance of 100 m for the illumination laser wavelength λ = 1.57 µm 

(left) and λ = 2.09 µm (right) with the same scaling range of 0-30% for the reflectance values  

 

Immediately, a clear difference in the images for the two laser wavelengths can be seen in Figure 12. The overall reflectance 

in the image for λ = 2.09 µm is significantly lower compared to λ = 1.57 µm. To quantify this, two ROIs on the tree trunk 

and on a leaf with sizes of 8 × 12 pixels and 21 × 18 pixels, respectively, are defined and again, all pixel gray values in 

these ROIs are averaged. The results are listed in Table 5. 

 

Table 5: Vegetation reflectance as mean ROI values from the images in Figure 12 for the two wavelengths with statistics 

Target λ = 1.57 µm λ = 2.09 µm Difference 

Trunk 34.4% 24.8% -9.6 pp 

Leaf 20.9% 10.4% -10.5 pp 

Ratio 1.65 2.38 - 

 

From the statistics in Table 5, it can be seen that the longer laser wavelength results in an absolute decrease of reflectance 

for both the tree trunk and the leaf by approximately 10 percentage points (pp) from 34.4% to 24.8% and 20.9% to 10.4%, 

respectively. Further, the trunk-to-leaf ratio which is measure for the contrast is increased by around 44% from 1.65 to 

2.38 which is obvious in Figure 12 as well.  

An open database of typical vegetation types was used to verify the reflectance results of leaves. Figure 13 shows two 

curves of leaf reflectance of deciduous and coniferous trees as a function of wavelength. In addition, the above results for 

λ = 1.57 µm (20.9%) and λ = 2.09 µm (10.4%) are plotted as black markers showing very good agreement with the typical 

reflectance curves with a slight deviation toward conifers instead of deciduous trees as would be expected. 
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Figure 13. Typical reflectance curves of deciduous and coniferous trees as a function of wavelength over the visible and 

short-wave infrared spectral range. The above reflectance results of the leaves of a chestnut tree are plotted as black markers. 

(typical reflectance data for deciduous and coniferous trees were taken from [18], own illustration) 

 

The significant drops in the reflection curves at wavelengths around 1.45 µm, 1.9 µm and 2.5 µm are due to the strong 

absorption of water and carbon dioxide in the atmosphere as already evident from the atmospheric transmittance curve in 

Figure 1.  

 

3.4 Long-range tests at 2 km distance 

Finally, the built-up SWIR GV system was tested for the use at long distances. A tree at a distance of approximately 2 km 

was selected as target. For both laser wavelengths, the gate length is set to 37.5 m, a camera gain of M = 9 is used and 

20 frames are recorded for frame averaging. Due to the broadness of the used bandpass filter especially for λ = 2.09 µm 

with a bandwidth of 500 nm, strong proportion of passive radiations compared to the low laser signal from the target at 

this distance is expected. Therefore, a dark frame with no laser illumination is pixelwise subtracted from the actual target 

images. Figure 14 shows the averaged and offset-corrected image results of the tree. The scaling of the displayed gray 

values is different for the two wavelengths.  

 

 

Figure 14. Averaged (20 frames) and offset-corrected GV images of a tree at a distance of 2 km for the laser wavelengths 

λ = 1.57 µm (left) and λ = 2.09 µm (right) 

 

In both GV images of Figure 14, the tree at 2 km distance and details such as the tree trunk and the leaves are clearly 

recognizable. However, for the laser wavelength λ = 2.09 µm, the received target signal is significantly lower than for 

λ = 1.57 µm. Considering the maximal gray values of the displayed ranges of 2000 compared to 200 and the target 
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brightness in the images, it is obvious that the signals differ relatively by a factor of >10. This high difference needs further 

explanation because it is noticeably greater than expected:  

- factor of 1.7 due to the pulse energy (33 mJ vs. 19.9 mJ) 

- × factor of 1.1 due to the filter transmission (95% vs. 90%) 

- × factor of 1.0 due to the quantum efficiency (74% vs. 75%) 

- × factor of 2.0 due to the leave reflectance (20.9% vs. 10.4%)  

- = total factor of 3.7  

Concerning this discrepancy and the significantly lower target signal in Figure 14, it is expected that the range of a SWIR 

GV system operating at λ = 2.09 µm is noticeably shorter compared to λ = 1.57 µm for comparable system parameters.  

 

4. CONCLUSIONS 

To the best of our knowledge, this is the first time that an MCT-APD based SWIR GV system with a resolution of 

640 × 512 pixels operating at both laser wavelengths 1.57 µm and 2.09 µm has been set up, and that a proof-of-principle 

for field measurements at distances up to 2 km for direct comparisons of the two wavelengths has been made. 

The results show that λ = 2.09 µm is a promising alternative to the widely used laser wavelength λ = 1.57 µm for active 

SWIR imaging systems.  

Further, we experimentally confirmed known theoretical impacts of the longer wavelength on physical effects such as 

turbulence-induced scintillation or vegetation reflection in their tendency, although the absolute numerical values still 

require explanations in some cases in future work.  
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ABSTRACT   

Photonic Doppler Velocimetry (PDV) has become a gold standard technique in materials impact dynamic loading research 

offered by its high accuracy and resolution in determining the shock wave speed under extreme conditions (shock, 

explosion, high pressure, etc...). However, this technique is nowadays mostly restrained to surfaces velocities. On the 

opposite, Radio-Frequency systems may enhance penetration in specific materials, but at the expense of lower spatial and 

temporal resolutions.  To reach adequate penetration depth at high-speed rate measurements, we propose an innovative 

long-wave (LWIR) infrared Doppler velocimeter architecture to measure shock waves inside a material, operating at a 

wavelength near 9.5 µm.  The system is currently designed to measure velocities up to 4 km/s, with a 750 MHz bandwidth 

MCT photodetector. Moreover, the measurement is remotely done using a 300 µm diameter Hollow Core fiber with 

internal dielectric reflective layers. In order to optimize the signal penetration properties into different materials, a wide 

tunable quantum cascade infrared laser (IR-QCL) operating in the 8-12 µm region is used. As preliminary results, we 

present measurements at low-speed (<1 m/s) with different targets materials (copper, aluminum and diffuse reflector) in 

air and transparent medium, in which the sensitivity has been identified at 9.5 µm.  Results show that, despite high 

attenuation components, the system is able to maintain a suitable fringe contrast to ensure the velocity 

measurement. Further investigation will concern high speed target measurement and wavelength penetration depth 

optimization for materials of interest.  

  

Keywords: Photonic Doppler Velocimetry, shock, Quantum Cascade Laser, Long Wave Infrared, Hollow Core fiber  

 

1. INTRODUCTION  

In the field of shock compression of condensed matter, the characterization of dynamic mechanical properties of materials 

relies heavily on obtaining essential physical quantities, such as impact and shock velocities. To address this need, the first 

velocimeters were introduced by Barker in 1965, enabling the measurement of high-speed phenomena, including the 

VISAR1,2. Then, with the expansion of telecom, development of compact system using singlemode fiber at 1.55 µm 

appeared. This device is nowadays widely used in many experiments such as laser driven shock3, particle ejecta4, plasma 

detection and explosive detonation testing5.  

More recently, there has been a growing interest in measuring shock waves inside materials. To meet this demand, a radio-

interferometer operating at 94 GHz has been developed6 based on the results of Bel’skii7. This device operates in the W-

Band where a lot of material and high energetic material are sufficiently transparent. However, the trade-off lies in the 

compromise on spatiotemporal resolution when compared to a PDV system, which is known for its high-resolution 

measurements. The signal processing of the radio-interferometer is based on phase in quadrature analysis, which does not 

allow measuring the high-speed velocity distribution of particles.  

The primary objective of this article is to show the development of a system capable of measuring speed in the long wave 

infrared wavelength range (8-12 µm) through transparent mediums, while maintaining the ease of use associated with the 

Photonic Doppler Velocimetry (PDV) system. Our study is focused on typical materials used in compression dynamics 

research, with a particular emphasis on exploring their behavior at 9.5 µm wavelength.  

Throughout this article, we present preliminary results obtained at low speeds by evaluation of the system's capabilities in 

measuring different targets in both air medium and transparent mediums. By demonstrating successful measurements in 

these scenarios, we aim to establish the feasibility and potential of our developed system for broader applications in shock 

compression dynamics research and beyond. The combination of long wave infrared wavelength and the ease of use of the 
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PDV system opens up exciting possibilities for non-intrusive and accurate measurements through LWIR transparent 

mediums. 

 

2. PRINCIPLE AND METHODS  

 
2.1 Design of the system 

The LWIR systems rely on a homodyne PDV system as illustrated in Figure 1. The laser is a tunable Quantum Cascade 

Laser that emits around 9.5 µm wavelength. The first coupler is an optical window in ZnSe that keeps 5% of the laser 

power to create the reference arm. The second output, with most of the optical power is injected into a Hollow Core Fiber 

(HCF). In order to optimize the injection, we use a parabolic mirror (not represented here) to avoid transmission loss. The 

probing signal is brought to the target by the HCF, which is for now 2 meters long. The amount of signal collected back 

by the collimator interferes with the reference arm through a 2nd beam splitter, which this time exhibit a 50/50 ratio. The 

electrical bandwidths of the photodetector at 9.5 µm can be selected in either [DC-260 Hz] or [300 Hz – 750 MHz]. The 

DC allows estimating the fringe contrast while measuring low velocities and the low cut-off frequency for the second 

electrical bandwidth suppresses any signal from unwanted interferences when measuring high velocities.  

 

 
Figure 1. Architecture of the Long Wave Infrared PDV. The red path is the probing arm, the blue path is the reference arm 

and the green path is the backscattered signal, which carries the target speed information. R1/T1 and R2/T2 are the reflection 

and transmission coefficients of the two beam splitters. HCF is the Hollow Core Fiber from guiding photonics®. PD is the 

LWIR photodetector. 

We used a QCL that operates throughout the infrared region, covering wavelengths from 3.9 µm to 11 µm. According to 

the manufacturer's specifications, this QCL exhibits of less than 1 cm-1 and a divergence of 4 mrad. Besides, to optimize 

the efficiency of the laser system, we employed gold-coated mirrors, specifically designed for the mid-IR region. These 

mirrors are chosen to ensure the highest possible reflection coefficient at these wavelengths.  

For our beam splitters, we opted for ZnSe material, known for its transparency in the infrared region. The beam splitter 

was designed with a wedge to prevent unwanted resonating cavity effects, ensuring accurate beam splitting. 

 

Injecting the laser light into the fiber was achieved using a parabolic mirror, which allowed for precise control and direction 

of the laser beam. We selected a special hollow core waveguide8 with an inner dielectric coating suitable for efficient light 

confinement for the LWIR region. The fiber has for now a maximum length of 2 meters and exhibits a theoretical 

attenuation coefficient of 1 dB/m, ensuring minimal signal loss during transmission. The signal that propagates in this fiber 

remains single mode as long as the wavelength exceeds 8 µm. 
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2.2 System calibration 

 

The optical components utilized in the system face significant absorption challenges, which complicate the 

implementation process. Additionally, there are no fiber components available, such as circulators or couplers, which 

could offer convenient integration solutions. 

 
Table 1. Optical budget of the Longwave infrared PDV, the backscattered signal depends of the target. The data are measured 

with a pyroelectric power meter. 

Description % passing Optical power (mW) Commentaries 
Input system 100% 105.0 At maximum current 

Probing arm 

Beam splitter #1 76% 79.6 ZnSe optical window 

Beam splitter #2 55% 43.9  

Optical fiber 37% 16.1 Output fiber 

Probe 94% 15.1 Incident power on target 

Reference arm 

Beam splitter #1 1% 1.1 Fresnel reflection  

Mirror #1  98% 1.0 Protected gold 

Mirror #2 98% 1.0 Protected gold 

Beam splitter #2 55% 0.3  
 

The combination of the shifted signal from the Doppler effect and the amount of signal from the reference arm will generate 

the interference signal at the photo receiver given by eq. (1). 

 

𝐼(𝑡) =  𝐼𝑟𝑒𝑓 + 𝐼𝑠𝑖𝑔 + 2√𝐼𝑠𝑖𝑔𝐼𝑟𝑒𝑓 sin(2𝜋𝑓𝑑(𝑡) + 𝜑) (1) 

 

In this equation 𝐼𝑟𝑒𝑓  represents optical intensity from the reference arm, while 𝐼𝑠𝑖𝑔 represents the optical intensity collected 

by the probe from the moving target (surface, particles, shock wavefront), the term 𝑓𝑑(𝑡) is the Doppler frequency due to 

the Doppler Effect, 𝜑 is the phase of the signal related to the Doppler shifted light and the reference. In the configuration 

of our system, the two first terms are obtained when setting the photoreceiver to get the signal DC component. It is useful 

to estimate the fringe contrast. Finally, the third term includes the velocity information, it is directly linked to the target 

velocity by  

 

𝑓𝑑(𝑡) =
2

𝜆
 𝑣(𝑡) 

 

Where 𝜆 is the wavelength of the laser that illuminates the target, and 𝑣(𝑡) is its speed. 

 

2.3 Target measurement technique 

The experimental setup in the laser lab consists of a target fixed on a motorized translation stage capable of achieving 

speeds up to 1.5 mm/s. To collimate the beam, we use an aspheric ZnSe AR-coated lens known for its excellent 

transmission at 9.5 µm. The probe is positioned at distances of 50 mm and 150 mm from the target. The incident power 

on the target is set at 15 mW. 

 

The experiment involves investigating three different reflective materials: aluminum, copper, and a diffuse reflector with 

a gold-coated N-BK7 surface of 1500 grit (which is more diffuse). Initially, we conducted the experiments in air medium. 

For the second set of measurements, we introduce a representative transparent medium in polymer. After careful 

evaluation, we choose to start with high-density polyethylene (HDPE) material that displays significant transparencies at 

the 9.5 µm wavelength range9 and is a material of interest in shock physic10. The HDPE sample used in the experiments 

has a thickness of 2 mm.  
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To estimate the fringe contrast, we use the [DC-260 Hz] bandwidth of the photodetector. We remove the initial offset from 

the detector and we use the equation (1) by searching the maximum and the minimum of I(t) The formula for the contrast 

can be expressed as:  

 

𝑐 =
𝑉𝑝𝑝

2𝑉𝑚𝑒𝑎𝑛

 (2) 

 

Where 𝑉𝑝𝑝 is the peak to peak voltage which represents the difference between the higher and the lower value of the 

voltage. Finally, 𝑉𝑚𝑒𝑎𝑛 is the mean voltage of the signal.  

 

 
Figure 2. 3 Segments of 4 fringes from an aluminum target signal used to measure the fringe contrast.  

 

The oscilloscope acquires the signal at a sampling frequency of 18.2 kHz, then we proceed with a short time Fourier 

transform processing to get the velocity information. 

 

3. RESULTS  

 

By utilizing equation (2), we accurately measure contrast across 300 segments to obtain precise results listed in Table (2). 

We consider the fringe contrast to be satisfactory when it allows us to track the velocity of the moving target. Both 

aluminum and copper, being reflective materials, exhibit some level of reflection. However, the diffuse reflective nature 

of these materials leads to lower contrast compared to other materials, but it remains at a satisfactory level. 

 

In the air medium, collecting a significant amount of signal for aluminum and copper is relatively straightforward due to 

their inherent directivity with a contrast high contrast (>0.3). However, we noticed that introducing a 2 mm thick piece of 

HDPE results in a notable decrease in the signal, leading to reduced contrast in our measurements (<0.06). To get the 

velocity profile we use the [300 Hz – 750 MHz] bandwidth of the detector.  
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Table 2. Summary of the fringe contrasts obtained from the LWIR system for aluminum, copper and diffuse reflector target in air 

and through HDPE sample. The measurements were performed at 50 mm and 150 mm from the target. Crosses indicate that the 

measurement couldn’t be perform. 

 Fringe contrast 

Materials WD = 50 mm Expected value WD =150 mm Expected value 

Aluminum 0.310 ± 0.038 0.42 0.388± 0.064 0.33 

Copper 0.333 ± 0.044 0.40 0.375 ± 0.042 0.35 

Diffuse reflector 0.254± 0.056 0.19 0.248± 0.054 0.25 

Aluminum/HDPE 0.047± 0.006 x 0.020 ± 0.007 x 

Copper/HDPE 0.055± 0.007 x 0.022± 0.002 x 

Diffuse reflector/HDPE x x x x 

 

We can notice that all measurements allowed us to track the surface velocity even through the HDPE sample except for 

the diffuse reflector through the HDPE sample due to the lack of backscattered power. In air medium, the measured 

contrasts are close to the expected value without taking into account the laser linewidth. Unfortunately, the expected value 

could not be obtained through the HDPE sample due to the minimal amount of signal collected, which was overwhelmed 

by environmental vibration noise. 

 

The spectrograms are clear (Figure 3), allowing us to track the velocity profile of the aluminum target. A real frequency 

shift of 320 Hz corresponds to a velocity of 1.5 mm/s at 9.5 µm. However, during measurements in air, multiple parasite 

profiles arise due to the lens reflection or local misalignment while the target is moving. Despite the challenge of low 

contrast in the HPDE measurements, the spectrogram remains highly clear and effectively suppresses contributions from 

vibration and multiple reflections. 

 

4. CONCLUSION  

In this conference paper, we present the first results of our developed long-wave infrared system with the aim to measure 

shock wave speed profiles into materials of study. The primary objective of this study was to assess the feasibility of 

conducting measurements using a non-conventional wavelength, specifically near 9.5 µm. We performed measurements 

in both an air medium and through a material transparent enough at 9.5 µm. 

 

We observed high fringe contrast on diffuse reflective materials such as copper, aluminum and diffuse reflectors, even 

when measuring behind the HDPE sample. However, for diffuse reflectors, the collected signal proved to be insufficient 

for accurate velocity tracking. The limitation arises from the fact that the input laser power needs to be higher. The quantum 

cascade laser employed has inherent limitations in power output, the laser will be upgraded in the near future. 

 

In conclusion, our study highlights the potential of the LWIR PDV system for measurements into various media. 

Nevertheless, future research should explore the system's performance at much higher speeds (> 100 m/s) and with a laser 

Figure 3. Spectrograms of the aluminum target at 150 mm in air (left) and through HDPE (right) 
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with higher power and better linewidth. These enhancements could lead to further improvements in the system's 

capabilities and expand its applicability in high-speed measurement scenarios. 
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ABSTRACT   

Low light night vision systems based on I² tubes have been expanding rapidly over the past few years, due to a combination 

of the growing advancement of this technology and the increased pressure in the current climate.  

The design of a single optical bench able to fully characterize night vision devices is presented into this paper, focused 

more specifically on spot defects and goggle axes parallelism tests. 

These criteria are indeed very important: misalignment between the two binocular images may be one source of visual 

fatigue and could degrade task performance of the night vision user, and spot defects can act as visual distractions and may 

be large enough to mask critical information pilots need to conduct normal night vision operations. 

Thanks to HGH’s IRCOL bench, these two tests are integrated on the same support. Spot defect measurement utilizes 

machine vision algorithms to determine the size and location of the defects, and the parallelism measurement identifies the 

angular misalignment between the two channels under test. The spot defect test has also been completely automatized 

compared to the only visible test previously available 

All these results will be compiled and directly integrated into a computer-generated report that can be easily used for 

quality control or for maintenance applications.   

Keywords: night vision system, spot defects, goggle axes parallelism, optical bench 

 

1. INTRODUCTION  

Night vision devices are electronic devices that allow the wearer to see better in the dark without using any external light 

source such as a torch or a lamp. Light amplification technology is not only the most widely used technology today, but 

also the most popular. Devices using this technology are commonly referred to as Night Vision Devices (NVDs) or Night 

Vision Goggles (NVGs). This type of device generally integrates a special tube, called an image intensifier tube or I² tube, 

to capture and amplify light, whether infrared or visible. This tube consisting of a photocathode, an anode in form of a 

phosphor screen, and other components intensifies an input low luminance image into a brighter image created on the 

anode (screen) [1]. 

These NVD systems can be used both in civilian life (animal observation or civil aviation, for example), and of course in 

the military field, to give significant supremacy in night-time operations. The improvements in night optics in the last 

decade have been immense. Drastic technological advancements have meant clearer images, improved light amplification, 

and unbelievable leaps forward for durability and portability. In the current context (terrorism, war in Ukraine), these 

systems are becoming crucial. 

The purpose of this article is to present and document some of the tests that are now included in the HGH’s IRCOL bench 

in order to fully characterize NVDs. 
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2. IRCOL TEST BENCH 

2.1  Optical setup 

The IRCOL benches are test equipment designed for the characterization and the performance validation of a wide array 

of electro-optical sensors, like visible cameras, NIR, SWIR, MWIR, LWIR imagers and laser rangefinders.  

 

Figure 1: IRCOL Optical Test Bench 

The core of the IRCOL system is the IRCOL collimator. The IRCOL collimator features an off-axis mirror-based projector 

with a wide clear aperture, a diffraction limited output beam and a high transmittance covering a wide spectral range from 

near UV to far IR. 

In order to test and characterize any Electro-Optical system the IRCOL collimator projects to infinity optical stimuli, thanks 

to the specific targets or patterns located at its focus. 

The bench is equipped with various sources such as blackbodies or visible to SWIR sources, depending on the Unit Under 

Test (UUT) type: thermal cameras, visible cameras, etc. 

2.2 Infratest software 

The INFRATEST software completes the IRCOL system, for the automated control of the bench and the computation of 

an exhaustive range of measurements: noise functions, NETD and other signal resolutions, bad pixel location and non-

uniformity correction, MTF and spatial resolution data, distortion, MRTD, TOD, MRC and ranges calculation, multiple 

axes alignment control and laser rangefinder accuracy measurement and many other functions. 

 

3. NVD TESTING CONFIGURATION 

3.1 Light source specifications 

The optical source is an integrating sphere-based source with a color temperature of 2856K +/- 50K . This value is a 

prerequisite for testing any NVD.  The ISV range of sources of HGH’s portfolio is precisely set in color temperature to the 

desired level using a calibrated colorimeter.  

The ISV source is also equipped with a set of neutral densities enabling to adjust the irradiance of the NVD. Knowing the 

luminance of the sphere (adjustable between 1 and 3400 cd/m2), the density used and the collimator geometrical 

parameters, the software automatically calculates the luminance setpoint of the ISV source as a function of the irradiance 

setpoint of the NVD. This configuration can simulate night levels down to level 5, i.e., an irradiance <0.7 mlux, essential 

for NVD tests. 
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3.2 Eye-camera 

Night Vision Devices necessarily have an optical output through one or two eyepieces. Indeed, many of the tests on NVDs 

are nowadays still carried out thanks to the human eye of a technician, for example to count the number of spots defects. 

These procedures may lead to errors or subjective results depending on the operator’s experience. 

One of the major advances of our bench is the use of a camera collecting the image through the eyepiece to replace the 

human eye in order to analyze and validate all NVD characterization tests. 

The main specifications of our Eye-camera are listed into the below table: 

Parameter Specification 

Horizontal and Vertical Field of view 49 x 49 degrees 

Input aperture 6 mm (similar to output aperture of the eyepiece) 

Size of the smallest detectable spot defect for 16 mm 

diameter tubes 

<75 µm1 

Table 1: Specifications of the Eye-camera 

The substitution of the operator by this monochrome camera allows to carry out all the tests usually done through the 

human eye. In addition to the removal of the subjectivity of the human eye for the tests, this feature allows to streamline 

and automate these tests integrated into Infratest software. 

 

We integrated the ability to fully characterize NVDs into our existing software Infratest, focusing in more details on Spots 

Defects and Goggle axes parallelism tests. Thanks to the integration of these functions into the IRCOL optical bench, users 

are now be able to use the functions previously available in dedicated benches on their main bench, alongside the other 

applications already available on the IRCOL. 

 

4. GOGGLE AXES PARALLELISM TEST 

4.1 Principle 

Goggles axes parallelism control is performed by measuring and comparing the positions of a pinhole image through each 

axis of the goggle. This function uses a high-resolution camera looking through the eyepiece. Figure 2 shows the setup 

used to carry out this test, consisting of our analysis camera, a translation stage and a collimator associated with a pinhole 

sight and a light source. 

 
1 Spot size of category 1 according to [6] 
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Figure 2: Optical setup (photography and scheme) for Parallelism test. 

 

The first test step is to align the Eye-camera with the pinhole test pattern, the NVD to be tested being removed. Once this 

is done, we insert and align the first channel of the NVD with the Eye-camera and pinhole. Having maximized the signal, 

we then move the NVD using the translation stage to align the second channel of the NVD. 

The misalignment ∆𝜃𝑥 between the two channels can be expressed as follows: 

 Δ𝜃𝑥 = atan (
(𝑥2−𝑥0)×𝑝𝑥×10−3

𝑓′
) − atan (

(𝑥1−𝑥0)×𝑝𝑥×10−3

𝑓′
) (1) 

Where 𝑥2, 𝑥1 𝑎𝑛𝑑 𝑥0 are the barycentre positions of the pinhole images respectively on channels 2 and 1 of the goggle and 

on the camera alone. 𝑝𝑥 corresponds to the horizontal pixel pitch (in µm) and 𝑓′ to the focal length (in mm) of the Eye-

camera. 

4.2 Results 

The procedure described above was carried out five times in succession, three times measuring first the right and then the 

left channel, and twice measuring first the left and then the right channel. Each time, the goggle was removed and then 

reinstalled. Figure 3 presents a screenshot of Infratest software during the measurement phase. 
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Figure 3: Infratest screenshot of Parallelism test. 

The deviation found was 5.9 ± 0.50 mrad. As current market values are of the order of a few mrads [2], and as we were 

unable to compare the measured value with the supplier’s reference data, further tests on the subject are planned, notably 

on other NVDs with factory-certified values. 

 

5. SPOT DEFECTS MEASUREMENTS 

Spots or Spot Defects are little black spots that can appear in an intensifier tube.  They can happen for several reasons, but 

the most common are photocathode or phosphor burns, broken light fibres, bad channels in the microchannel plate and 

dust on the outside surfaces of the I2 tube. These dark spots of various sizes are inevitable and can be located on any part 

of the field of view [3, 4]. 

5.1 Algorithm and setup definition 

In order to provide the best possible quality products, standards have been defined for manufacturers of intensifier tubes 

to define the maximum number of spots and their size according to the area in which they are located on the image. Spots 

are always measured according to [6]. Figure 4 shows a graph identifying the three main zones of an 18 mm I² tube: Zone 

1 correspond to a diameter below 5.6mm, Zone 2 of a diameter between 5.6 and 14.7mm and Zone 3 of a diameter between 

14.7 and 17.5mm. 
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Figure 4: Zone chart 

The presence of spot defects is obviously more critical in Zone 1 than in any other zone. The usual method for spot defect 

test is to locate them through visual inspection on a large target panel showing the above zones and covering the NVD 

field of view. 

 

Figure 5: Example of spot defect panel used in visual inspection 

The subjectivity of this method is obvious. 

Our spot defect detection algorithm is based on the method described by Aghaziyarati et al. in [5] and uses absolute average 

difference weighted by cumulative directional derivatives. 

From a hardware point of view, to integrate the characterization of these dark spots on our optical bench, we removed the 

integrating sphere source available on IRCOL bench coupled with our Eye-camera and a set of optical densities. A sleeve 

is also inserted to eliminate any stray light from the measurement. Figure 6 shows the setup for this measurement, 

integrated with the optical bench. 
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Figure 6: Optical setup and photography for Spot Defect Measurement 

5.2 Tests presentation 

Three tests were carried out to demonstrate the correct operation of this automated and objective method. 

Test no 1: Spot detection. The objective of this test is to compare the number of spots found by our software with those 

identified by an experienced operator. In this test, the operator performed two counts: the first directly through the eyepiece 

of the NVD and the second by counting the spot defects saved by the camera image. 

Test no 2: Repeatability. The second test is to demonstrate the repeatability of the bad pixel detection measurement by 

completely dismantling and reassembling five times the NVD on our measurement setup. We performed this test of both 

NVG Dual Tubes and NVG Mono Tube. As a reminder, Table 2 shows the categories defining spot sizes according to [6]. 

 

Table 2: Spot size classification 

Spot Category Spot Size (µm) 

Category 1 < 75 

Category 2 75-150 

Category 3 151-230 

Category 4 231-300 

Category 5 301-380 

Category 6 381-500 

 

Test no 3 : correct classification. We compare the classification found by the software with the classification made by the 

operator and measured directly on the image, thanks to the knowledge of the diameter of the tube.  
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5.3 Test results 

Table 3: Results of Test no 1 

Results of Test n°1 

Result found by operator  Result found by software 

Observer looking directly out 

of binoculars 

Observer looking at the raw 

image taken by the camera  

Software result from the raw image taken by the 

camera 

 

9 spots identified 

 

14 spots identified 

 

23 spots identified 

At least all the spots identified by the operator are identified by the software. There is no missing spot through the software 

method. 

 

Table 4: Results of Test no 2 

Results of Test n°2 

2.1: Result found on NVG Dual Tubes 

 Nb of points detected on left 

optical path 

Nb of points detected on right 

optical path 

Zone 1 (Inner Circle) Cat. 1 1.20 ± 0.45 0.13 ± 0.35 

Cat. 2 No spots detected  1.00 ± 0.00 

Cat 3 to 6 No spots detected  No spots detected  

Zone 2 (Middle 

Circle) 

Cat 1 12.40 ± 5.98 12.88 ± 8.54 

Cat 2 1.00 ± 0.00 No spots detected  

Cat 3 No spots detected  No spots detected  

Cat 4 No spots detected  No spots detected  

Cat 5 to 6 No spots detected  No spots detected  

Zone 3 (Outer Circle) Cat 1 12.40 ± 3.65 11.63 ± 6.93 

Cat 2 No spots detected  No spots detected  

Cat 3 1.00 ± 0.00 No spots detected  

Cat 4 to 6 No spots detected  No spots detected  
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2.2: Result found on NVG Mono Tube 

 Nb of points detected on left 

optical path 

Nb of points detected on right 

optical path 

Zone 1 (Inner 

Circle) 

Cat 1 61.60 ± 36.61 150.50 ± 16.26 

Cat 2 No spots detected  1.00 ± 0.00 

Cat 3 to 6 No spots detected  No spots detected  

Zone 2 (Middle 

Circle) 

Cat 1 239.20 ± 90.01 305.00 ± 14.14 

Cat 2 1.80 ± 0.84 2.00 ± 0.00 

Cat 3 No spots detected  No spots detected  

Cat 4 1.00 ± 0.00 1.00 ± 0.00 

Cat 5 to 6 No spots detected  No spots detected  

Zone 3 (Outer 

Circle) 

Cat 1 121.60 ± 32.12 42.00 ± 1.41 

Cat 2 2.00 ± 0.00 2.00 ± 0.00 

Cat 3 No spots detected  No spots detected  

Cat 4 to 6 No spots detected  No spots detected  

Table 4 shows the results of spot detection as an average of the 5 successive measurements. It shows that the measurements 

are very repeatable for all spots of category ≥2 as the dispersion values are almost always 0.00. 

The repeatability of identification of spots of category 1 is much less repeatable but these spots are disregarded according 

to [6, 7]. 

Table 5: Results of Test no 3 

Results for Test n°3 

3.1: Result found on the left optical path of NVG Dual Tubes 
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 Values noted by the observer Values found by software 

Cat.1 Cat.2 Cat.3 Cat.1 Cat.2 Cat.3 

Zone 1 (Inner Circle) 0 1 0 0 1 0 

Zone 2 (Middle Circle) 1 0 0 1 0 0 

Zone 3 (Outer Circle) 2 1 0 2 1 0 

 
3.2: Result found on the right optical path of NVG Dual Tubes 

 

 Values noted by the observer Values found by software 

Cat.1 Cat.2 Cat.3 Cat.1 Cat.2 Cat.3 

Zone 1 (Inner Circle) 1 0 0 1 0 0 

Zone 2 (Middle Circle) 13 1 0 11 1 0 

Zone 3 (Outer Circle) 27 0 1 13 0 1 

Similarly, as category 1 spots are those of least importance for NVDs (<75µm), the fact that our operator measures more 

spots of this size than the software does not influence the overall performance of NVDs. 

Finally, a check on spot size (linked to spot diameter) is carried out thanks to knowledge of tube diameter. Indeed, on two 

spots of categories 3 and 4, we measured diameters of 210µm and 250µm respectively, which correspond perfectly to the 

categories identified by the software for these spots. 

 

5.4 Implementation of the test in the software 

Figure 7 shows the interface for the Spot Defect test, integrated into the Infratest software. Its user-friendly interface 

includes full explanations of how to perform the test, output values and a complete report directly available. It is important 

to note that the diameter of the tube as well as its Field of View is a user selectable parameter of the software, which allows 

this test to be carried out for any NVD.  
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Figure 7: Spot Defects test with Infratest software 

6. CONCLUSION 

In conclusion, we have demonstrated in this article the integration in our Infratest software of several measurements 

enabling NVDs to be tested simply and efficiently in detail. In particular, we have detailed the parallelism and spot defect 

tests. We have also demonstrated the benefits of using an analysis camera instead of the human eye to eliminate any 

subjectivity in the analysis of the results obtained. Further measurements will enable us to improve and implement new 

tests in our software, and its combination with our range of source products (ISV) or collimators (IRCOL) will open up 

even further the possibility of measurements on the NVDs, which have become indispensable today. 
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Simulation of a Tomographic Single-pixel Imager Using
Rosette Scanning
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ABSTRACT

Spin-scan and conical-scan tomographic scanning (TOSCA) imagers have produced good-quality and cost-
effective images and video in both the infrared (IR) and optical wavelengths. A novel rosette-scan implementation
of TOSCA single-pixel imaging is presented below. Previous conical-scan TOSCA imagers implemented a ret-
icle with a fixed number of thin slits. This resulted in a fixed angular resolution which implied a fixed image
resolution. The feasibility of a rosette-scan implementation using similar processing techniques to conical-scan
TOSCA imagers will be demonstrated. The rosette-scan implementation would only require a reticle with a
single thin slit, instead of a reticle with a number of thin slits at fixed angles. The single thin-slit reticle can
be rotated to be perpendicular to the line-scan angle of each rosette petal. The number of scan angles can be
dynamically changed to achieve different trade-offs between resolution and frame rate by varying the rotational
speeds of the prisms and the single thin slit reticle.

Keywords: Tomography, seekers, rosette scanning systems, single-pixel imaging (SPI), image sensors, image
reconstruction, Image restoration.

1. INTRODUCTION

Developments in single-pixel imaging (SPI) have introduced inexpensive imaging over a range of wavelengths
with exceptional resolutions and framerates.1 High-resolution imagers in the infrared (IR) and ultra-violet (UV)
spectra are extremely expensive due to the high cost of the sensor arrays. SPI attempts to address this issue
by only making use of a single sensor to reduce the cost of such systems.2,3 Single-pixel imagers have been
implemented to create images and video at wavelengths from the IR to terahertz spectra.4–6

The majority of research in SPI focused on compressive sensing (CS) techniques to reconstruct images based
on data captured by a single-pixel detector. A modulation device such as a digital micromirror device (DMD)
or liquid-crystal display (LCD) is used to modulate the light that is detected by the single-pixel detector.2 The
scene is modulated in such a way as to sparsely sample the scene that is imaged. A rosette-scan pattern has
also been used to sparsely sample the scene and reconstruct images using CS.7–9 The image quality (for a fixed
image size) for CS-based systems is associated with the number of samples taken. Since the development of
high-specification DMD devices, high framerates were achievable in real-world applications.1

Image quality of tomographic scanning (TOSCA)-based systems is fundamentally not based on the number
of samples taken, but on the number of line scans. The number of samples for each line scan can be varied to
obtain a dynamic image size. Hovland introduced a TOSCA single-pixel imager and proved imaging capabilities
at IR and optical wavelengths.4,10 A spin-scan seeker-based mechanical assembly was used to implement the
instantaneous field of view (IFOV) nutation required for the line scans required for tomographic reconstruction.11

Two reticle types were introduced: the seeker-based knife-edge reticle and a modified reticle with a fixed number
of thin slits.12 The number of reticle knife edges or thin slits determined the number of line scans. A large
number of line scans is required to obtain better image quality of the TOSCA reconstructed image.

Further author information: (Send correspondence to A. Duvenage)
A. Duvenage: E-mail: armand.duvenage@tuks.co.za
W.P. du Plessis: E-mail: wduplessis@ieee.org

Best Student Paper Award

Electro-Optical and Infrared Systems: Technology and Applications XX, edited by Duncan L. Hickman, 
Helge Bürsing, Gary W. Kamerman, Ove Steinvall, Proc. of SPIE Vol. 12737, 127370H

© 2023 SPIE · 0277-786X · doi: 10.1117/12.2679911

Proc. of SPIE Vol. 12737  127370H-1Proc. of SPIE Vol. 12737  1273701-118



Prism 1

Prism 2

Reticle
(proposed)

Lens

Scene

IFOV

Detector

Figure 1. Optics of the proposed rosette-scan TOSCA concept.
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Figure 2. (a) Original rosette-scan pattern with a small IFOV and (b) rosette-scan TOSCA concept with a large IFOV
and a reticle.

2. ROSETTE SCANNING OPTICS

A rosette pattern, like that in Figure 2(a), can be obtained with a dual-prism pair that is rotated in opposite
directions and different rotational velocities, as illustrated in Figure 1. The relative rotational velocities of the
two prisms determine the shape and number of the rosette petals.13 This optical configuration originated from
the rosette-scan seeker. A rosette-scan seeker system would ideally have a small IFOV with numerous rosette
petals to have adequate coverage and be able to distinguish between real targets and countermeasure decoys.13,14

The size of the IFOV is determined by the optical configuration of the system.

A rosette-scan TOSCA single-pixel imager can be realised by increasing the overall size of the IFOV and
including a rotating reticle element. The rosette-scan TOSCA approach is illustrated in Figure 1. The reticle is
placed after the prisms and before the final focusing optics and single-pixel detector. The reticle is rotated to
be perpendicular to the direction that the IFOV is nutating across the scene to sweep the line across the scene,
thereby realising line scanning. One line scan is completed from the outside of one petal to the outside of the
next petal, as indicated by the solid rosette petal line in Figure 2(b). Figure 2(b) is drawn from the perspective
of the observed scene and a light source placed at the detector’s relative location. The reticle is included to
limit the intensity data of the scene to the detector so that tomographic reconstruction can be implemented to
reconstruct an image. The TOSCA reconstruction algorithms are described in detail by Hovland.12

3. RESULTS

Simulation results were generated using MATLAB 2023a along with the ISO 12233 Resolution Test Chart15 as a
test image. The ISO 12233 Resolution Test Chart vector image was converted to a bitmap image to conduct the
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Figure 3. Reconstructed images using an ideal line-scan TOSCA approach with an increasing number of distinct scan
angles. The (a) ISO 12233 Resolution Test Chart15 was sampled at 256 samples per scan and a consistent reticle width
of 1 pixel for all reconstructed images, with (b) 16, (c) 64, (d) 256, and (e) 1 024 scan angles.

simulations. The ISO 12233 Resolution Test Chart was cropped with only its central portion being retained, as
shown in Figure 3(a), and various resolutions of this cropped test image were used to obtain the results. Most
reconstructed images scanned a 512×512 test image, while one set of results scanned a 4 096×4 096 test image.
A 512×512 test image was predominantly used because it exhibited low pixelation artefacts with adequate
processing times. The 4 096×4 096 test image exhibited the lowest pixelation artefacts, however demanded
substantial computational resources. The reconstructed image size was sampled such that a 256×256 size image
was generated unless otherwise stated.

3.1 Ideal Line-scan TOSCA Approach

The number of distinct scan angles significantly increases the perceived resolution of the reconstructed image.
A line scan was implemented to scan the scene and apply tomographic reconstruction to obtain an image. The
reticle was always perpendicular to the scan angle. Furthermore, a thin-slit reticle with a width of 1 pixel was
implemented.

As can be observed in Figure 3, the number of scan angles greatly increases the perceived resolution of the
reconstructed images. The increased number of line scans also reduced the line artefacts inherent in tomographic
reconstruction. From 256 scan angles onwards, the apparent resolution did not significantly improve. Perceptu-
ally, the best resolution of the reconstructed images with the fewest line scans was the reconstructed image with
256 line scans. Furthermore, artefacts due to interpolation errors can also be observed in all of the reconstructed
images. The sampling space of the filtered back projection reconstruction process is non-Cartesian, while the
displayed image is fundamentally in a Cartesian coordinate system so interpolation errors that also contribute
to the artefacts arise.11 The greater the number of distinct line-scan angles and the larger the reconstructed
image, the fewer artefacts will appear.4,11

3.2 Ideal Rosette-scan Pattern

The rosette-scan pattern can be altered to have overlapping petals by adjusting the ∆N variable, as described
in Appendix A, where ∆N = N1−N2, N1 and N2 are the normalised rotational velocities of the first and second
prisms, respectively. Three different rosette-scan patterns with 11 petals can be observed in Figures 4(a) to 4(c),
with ∆N values of 2, 3 and 5, respectively. A larger ∆N value results in a larger overlap of the petals, with
Figure 4(c) illustrating a petal overlap protruding to half of the adjoining petals.

To obtain a similar line scan to an ideal line scan, a very narrow petal is desirable. When ∆N = 2, the
IFOV would nutate across the centre of the scene in a relatively straight line, imitating an ideal line scan for
the majority of the scan duration. The curvature of the petals at the centre of the scene is also reduced when a
greater number of scan angles are used to scan the scene.

Images were generated using the same ∆N parameters. The reconstructed images were captured with 67
distinct scan angles, giving a rosette-scan pattern with 67 petals, with the images reconstructed using the TOSCA
approach being shown in Figures 4(d) to 4(f). Although it is not clearly visible in the depicted figures, slight
barrel distortion was noticeable with an increase of ∆N . The SSIM values of Figures 4(e) and 4(f), relative to
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Figure 4. Rosette-pattern with different ∆N resulting in varying petal thickness. ∆N values of (a) 2, (b) 3 and (c) 5 are
shown. Corresponding results of 67 distinct scan angles are also shown: ∆N values of (d) 2, (e) 3 and (f) 5. SSIM values
of 0.8711 and 0.6378 were obtained for (e) and (f), respectively, relative to (d).
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Figure 5. IFOV distance to scene centre and the IFOV relative velocity of one rosette-scan line scan from one petal
maximum to the next.

Figure 4(d), were calculated to be SSIM∆N=3 = 0.8711 and SSIM∆N=5 = 0.6378. It is expected that fewer scan
angles would result in an amplified barrel distortion effect, however, fewer scan angles did not produce adequate
results to distinguish the finer elements of the ISO 12233 Resolution Test Chart.15 Furthermore, it is expected
that the barrel distortion will be minimised as more scan angles are incorporated into the reconstructed images,
for ∆N > 2, due to reduced curvature of the rosette petal near the centre of the scene.

Another noticeable distortion effect can be observed in the spoke wheel to the upper left region of the
reconstructed image. This is an effect of the variation of the velocity of the movement of the rosette-scan
pattern. As the IFOV approaches the outside of a rosette petal, the velocity of the IFOV is at its minimum,
as shown in Figure 5. The combination of the changing IFOV nutation velocity and a constant sampling rate
causes a smearing effect and distortion at the outer regions of the reconstructed images. The observed distortion
is because the IFOV nutation velocity varies non-linearly, as depicted in Figure 5.
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Figure 6. Reconstructed images using an ideal rosette-scan TOSCA approach with an increasing number of distinct scan
angles. The centre of the ISO 12233 Resolution Test Chart15 was sampled at 256 samples per scan and with a consistent
reticle width of 1 pixel. (a) 16 scan angles, (b) 64 scan angles, (c) 256 scan angles and (d) 1 024 scan angles.

Figure 7. An illustration of a modified rosette-scan pattern for 11 line scans obtained with equal and constant rotational
velocities of the two rotating prisms as depicted in Figure 1.

Figure 6 illustrates rosette-scan TOSCA reconstructed images with an increasing number of scan angles. It
can be observed that the greater number of scan angles in Figures 6(c) and 6(d) results in reconstructed images
that are clear of the line artefacts which are observed in Figure 6(a). Similar line artefacts were also observed in
Figure 3(b). Large, distinct elements of the ISO 12233 Resolution Test Chart15 result in line artefacts that span
the entire image in Figure 6(a). However, increasing the number of scan angles from 64 to 1 024 allows the finer
details to be distinguished, reducing these line artefacts. No significant resolution and clarity improvements can
be observed between 256 in Figure 6(c) and 1 024 scan angles in 6(d). Smearing distortion can be observed in the
outer regions of the reconstructed images when compared to the ideal line scan results in Figure 3. Furthermore,
circular line artefacts can also be observed at the furthest regions of all the reconstructed images. Both the
circular line artefacts and the observed smearing distortion are effects of the IFOV nutation velocity variation
illustrated in Figure 5.

3.3 Modified Rosette-scan Pattern

In an attempt to minimise the inherent artefacts of the rosette-scan TOSCA approach, it is possible to rotate
the prisms at equal rotational velocities to remove the petal curvature and to achieve a constant IFOV nutation
velocity. One can engineer a system such that one scan angle be scanned with equal prism rotation velocities and
nutate the IFOV to the next angular position by only rotating one prism, after which both prisms are utilised
to nutate the IFOV with a constant velocity to the next angular position to complete a line scan. The proposed
modified rosette-scan pattern is shown in Figure 7 for 11 distinct scan angles. The sampling method remains
the same as depicted in Figure 2 but with the proposed modified rosette-scan pattern. It can be observed that
the line scan from one angular position to the next is a straight line, similar to the ideal line scan. The IFOV
nutation velocity will also vary similarly to the rosette-scan pattern but the velocity variation can be minimised
by controlling the rotational velocities of the prisms.
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Figure 8. Reconstructed images using a modified rosette-scan TOSCA approach with an increasing number of samples
from one scan angle to the next. 64 scan angles were implemented for all the depicted results. (a) 2 samples, (b) 8
samples, (c) 32 samples and (d) 128 samples.

(a) (b) (c) (d)

Figure 9. Reconstructed images using a modified rosette-scan TOSCA approach with an increasing number of distinct
scan angles. The ISO 12233 Resolution Test Chart15 was sampled at 256 samples per scan and with a constant reticle
width of 1 pixel. (a) 16 scan angles, (b) 64 scan angles, (c) 256 scan angles and (d) 1 024 scan angles .

Additional samples will be recorded while moving from one angular position to the next at the outside of each
petal of the modified rosette pattern. These samples are redundant and can be discarded in post-processing.
Nevertheless, they are included in the simulation results to demonstrate the effects they have on reconstructed
images. The number of samples at the outsides of the petals depends on the sampling rate and rotational velocity
of the prism that rotates to cause the relevant movement (the other prism does not rotate during this radial
movement). This enables the IFOV to nutate to the next angular position for the start of the next line scan.

The results for the modified rosette-scan TOSCA approach can be observed in Figure 8. The number of
samples of each line scan was kept constant, but the number of samples at the outside of the petals was varied.
Because the samples at the outside of the petals increased and the number of line scan samples remained the
same, the total image size was enlarged from 260×260 (Figure 8(a)) to 386×386 (Figure 8(d)). What is apparent
in Figure 8 is that the last sample taken from the test image is held for the number of petal maximum samples,
creating a ring artefact on the outside region of the reconstructed image. Furthermore, it can be observed
that the reconstructed images do not exhibit the same smearing distortion and circular artefacts observed in
Figure 6. This confirms that the artefacts are inherent to the rosette-scan TOSCA approach as a result of the
petal curvature and velocity variation at the centre of the scene.

Increasing the number of distinct scan angles increases the perceived clarity and resolution of the reconstructed
image, as seen in Figure 9. The results obtained in Figure 9 are comparable to the results obtained from the
ideal line-scan TOSCA approach in Figure 3. Minute details of the ISO 12233 Resolution Test Chart15 are
distinguishable from 64 angular scans onward (Figures 9(b) to 9(d)) show very low incidences of line artefacts.
The ring artefacts in the reconstructed images in Figure 9 are result of the use of 32 samples at the outsides of
the petals.

Proc. of SPIE Vol. 12737  127370H-6Proc. of SPIE Vol. 12737  1273701-123



(a) (b) (c) (d)

Figure 10. Simulation of ideal rosette-scan TOSCA reconstructed image of the ISO 12233 Resolution Test Chart15 with
different size thin-slit reticles. 128 scan angles were used for all reconstructed images. (a) 1 pixel, (b) 4 pixels, (c) 8 pixels
and (d) 16 pixels sized thin-slit reticles.

(a) (b) (c) (d)

Figure 11. Reconstructed images (a) and (c) were reconstructed using rosette-scan TOSCA approach with a (b) single-slit
reticle and a (d) bisected reticle, respectively. The difference reconstruction algorithm was implemented with the bisected
reticle and the standard reconstruction algorithm for the thin-slit reticle. The ISO 12233 Resolution Test Chart15 was
sampled at 256 samples per scan and 128 scan angles. The reticles that are shown, (b) (d), have been altered for
demonstration purposes. The reticle width of (b) was increased to be visible in the figure and the greyed areas indicate
the opaque areas of the reticle.

3.4 Reticle Width Variation

All the results above utilised a reticle slit with a theoretical width of 1 pixel. Although the reconstructed images
produced good results, it is difficult to practically construct such a reticle and to compensate for the lack of light
caused by such a thin slit in the reticle. Figure 10 illustrates the effect of the variation of the reticle slit width
on the reconstructed image. It can be observed that a large reticle slit results in a soft reconstructed image with
image details that are less pronounced and textured compared to the reconstructed image for a 1-pixel wide
reticle slit.

Hovland introduced a similar TOSCA reconstruction algorithm that makes use of the derivative signal rather
than the intensity signal itself.12 The application of this approach introduced the use of reticles with transmissive
regions much larger than a thin slit in the reticle. Figure 11 attempts to compare the results of a reticle slit and
a bisected reticle, which is formed by dividing the circular reticle into one transparent semicircle and one opaque
semicircle. The derivative TOSCA reconstruction process is used for the bisected reticle. The reconstructed
images in Figure 11 have 256×256 pixels and were obtained from a 4 096×4 096 sized ISO 12233 Resolution Test
Chart.15 Effectively, the required line of averaged scene information is formed by the difference between two
images where the reticle has moved to block a different portion of the image. This resulted in a reconstructed
image that is perceived as sharp but discretised in Figure 11(a), and a smoother and averaged look in Figure 11(c).

Figure 12 depicts the reconstructed images of rosette-scan TOSCA, utilising a bisected reticle. Although the
images seem overexposed, they are comparable to the results for the rosette-scan TOSCA reconstructed images
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(a) (b) (c) (d)

Figure 12. Reconstructed images using an ideal rosette-scan TOSCA approach with an increasing number of distinct
scan angles. The difference reconstruction algorithm was implemented with a bisected reticle. The ISO 12233 Resolution
Test Chart15 was sampled at 256 samples per scan. (a) 16 scan angles, (b) 64 scan angles, (c) 256 scan angles and (d)
1 024 scan angles.
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Figure 13. PSNR and SSIM values of the reconstructed images depicted in Figures 3, 6, 9 and 12, indicating an improve-
ment in image quality as the number of scan angles is increased.

using a 1-pixel wide thin-slit reticle. The same artefacts that were highlighted in Section 3.2 for Figure 6 are
evident in Figure 12.

3.5 Image Quality Comparison

The SSIM and peak signal-to-noise ratio (PSNR) image quality metrics of the reconstructed images of the
four different scanning and reconstruction methodologies are compared in Figure 13. It can be observed that
most of the SSIM and PSNR results plateau at 256 scan angles, the same number as the reconstructed images’
one-dimensional sizes. Increasing the number of distinct scan angles beyond 256 does not yield a significant
improvement in the image quality. The images were compared to the 256×256-pixel apertured ISO 12233
Resolution Test Chart15 in Figure 3(a). The test image showed significant pixelation due to the conversion of
the ISO 12233 Resolution Test Chart to a 256×256-sized bitmap image. Although the data in Figure 13 are not
a true reflection of the image quality of the reconstructed image because of the low-resolution reference image,
they illustrate a trend of image quality improvement with an increasing number of scan angles for all scan and
reconstructed methodologies.

It can be observed that the modified rosette-scan pattern achieved the best results. This is due to the IFOV
nutating in a straight line with a constant nutation velocity. The rosette-scan pattern with different reticles
performed similarly for a high number of scan angles. The rosette-scan bisected reticle performs slightly better
than the thin-slit reticle at a low number of scan angles.
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4. CONCLUSION

Rosette-scan TOSCA single-pixel imaging has been successfully implemented in simulation. Furthermore, a
modified rosette pattern and the use of a bisect reticle were demonstrated. The bisect reticle implementation
made use of the derivative of the intensity function to reconstruct images. The circular line artefacts and
distortion observed in all the rosette-scan results were similar for the bisect and thin-slit reticles. The bisect
reticle results produced a better image quality for a low number of scan angles. The modified rosette-scan pattern
produced better results than the standard rosette-scan pattern due to a constant IFOV nutation and velocity.
The rosette-scan pattern can be dynamically updated by changing the angular velocities of the two prisms to
obtain more rosette petals for an increased number of line scans. Furthermore, the scanning pattern can be
engineered to mitigate and minimise artefacts observed in the reconstructed image.
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A. ROSETTE PATTERN EQUATIONS

The rosette pattern, illustrated in Figure 2(a), can be defined in Cartesian space13 with respect to t as

x(t) =
δ

2
(cos (2πf1t) + cos (2πf2t)) (1)

y(t) =
δ

2
(sin (2πf1t)− sin (2πf2t)). (2)

Where f1 and f2 are the rotational frequencies of the rotating prisms. The deviation angle of the prisms,
δ, is also included in the equations. The greatest common denominator,f , can be calculated as the ratio of the
prisms’ rotational frequencies, f = f2/f1. The relative rotational rates for both prisms can be calculated to
be N1 = f1/f and N2 = f2/f . When both of the relative rotation rates are positive integers, the number of
petals can be determined as N = N1 + N2. The corresponding petal width is represented by ∆N = N1 − N2,
where ∆N = 2 has no petal overlap and ∆N > 2 produces a petal overlap. Finally, the size of the IFOV can be
calculated to be

ω =
2πδ

N
· cos ( π

∆N
). (3)
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Thermal imagers with boost:  

Range prediction with the Johnson Criteria 
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ABSTRACT   

Range prediction for thermal imagers applying advanced signal processing is still in its infancy. Boost filters are such an 

advanced signal processing and here it was assessed if the achieved range when using them is in correspondence with 

predictions based on the Johnson criteria. Equipment in test was an under-sampled MWIR imager operating with and 

without five different boost filters, four different Laplace- and one Wiener-filter. Range of this imager using the different 

boost filter was estimated by perception experiments for identification of numbers. These ranges were compared with 

limiting frequencies derived from Minimum Temperature Difference Perceived (MTDP) measurements including the 

boost filters. The comparison showed identification range and limiting frequency derived from the MTDP in good 

correspondence. Thus, the Johnson Criteria should be able to correctly predict range for thermal imagers including boost-

filtering. Further work includes extending the comparison to low contrast and to real targets.   

Keywords: MRTD, MTDP, Sensor Performance, Boost Filter, Identification Range, Imager Performance Assessment, 

Perception Experiment 

 

1. INTRODUCTION  

Thermal imagers increasingly employ advanced signal processing, e.g. image fusion, super-resolution, (local) contrast 

enhancement and boost filtering1. Assessment and range prediction have not kept pace with this development. Short et 

al2 assessed the influence of boost on range prediction by using either the Johnson criteria or the Targeting Task 

Performance (TTP). They concluded2 that “… the TTP metric heavily overestimated the effect of boost, predicting a 

benefit that was far in excess of what was observed in perception experiments …” whereas “(m)odelling performed 

using the Johnson criteria agreed with our results slightly better but still significantly undershot the performance increase 

observed on low-contrast imagery.”. Altogether, this indicates that both approaches have problems assessing thermal 

imagers with boost. As Fraunhofer IOSBs TRM4 range model3 bases on the Johnson criteria and includes digital 

filtering, this had to be addressed.  

Assessment of the topic used an approach similar to Short et al2. Range was measured on IR imagery for identification of 

numbers. This was compared to the range derived from Minimum Temperature Difference Perceived (MTDP) 

measurements. Both was conducted for an MWIR undersampled thermal imager with and without applying five different 

boost filters. Chapter 2 presents the camera and the boost filters. A description of the MTPD measurements and results 

achieved is found in Chapter 3. The perception experiment and the derived ranges are summarized in Chapter 4. 

Chapter 5 compares the results of human perception and laboratory prediction and Chapter 6 discussed the results and 

gives an outlook on further work. 

2. THERMAL IMAGER AND BOOST FILTERING 

Basis for the range comparison measurements was an AIM Infrarot Module GmbH AIM384m thermal imager. This 

imager uses an cooled HgCdTe-Focal-Plane-Array with 384 x 288 elements of 24 µm pitch and 66 % fill factor. Spectral 

range is approximately 1.5 µm to 5.3 µm but as shown in Figure 1, a warm filter mounted in-between optics and detector 

limited it here to approximately 3.4 µm to 5.3 µm. For the measurements the camera was equipped with 30 mm F/2 

optics, resulting in 17.6° x 13.2° field of view. Integration time was 2 ms and frame rate 25 Hz. Image data is available 

digitally via a RS-422 connection with 14-bit resolution. This data was grabbed using a National Instruments PCI-1422 

frame grabber and own designed LabView software. The software enables storing of image sequences, conversion of the 
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14-bit data to 8-bit for display using a linear conversion function and the boost filtering by the different algorithms with 

the given frame rate.  

 

Figure 1. Normalized spectral response of the camera used for the study. Symbols are measured data and the dotted line 

gives the trend. 

Boost filtering here is digital filtering to alter the spatial frequency content of the acquired image with the aim to increase 

its sharpness. Four different Laplace- and one Wiener-filter were used. The Laplace-Filters increase the local contrast at 

boundaries, making edges easier to see with the effect of the image look sharper4. A selection of the ones available in 

LabView was used, with Table 1 giving the kernels. For each filter the divider is the sum of the components. The Wiener 

Filter removes blur from the image by inverse frequency filtering4. The one used here was derived from LabView code 

found in the internet5. Testing showed best performance for the camera used here for a sigma of 0.5. As this filter is not 

truly adapted to the camera, it may not be taken as representative for the performance achievable with Wiener filtering at 

all. 

Laplace 1  Laplace 2  Laplace 3  Laplace 4 

0 -1 0  0 -1 0  -1 -1 -1  -1 -1 -1 

-1 5 -1  -1 6 -1  -1 9 -1  -1 10 -1 

0 -1 0  0 -1 0  -1 -1 -1  -1 -1 -1 

Table 1. Filter kernels of the studies Laplace filters. 

Noise Equivalent Temperature Difference (NETD) and In-homogeneity Equivalent Temperature Difference (IETD) of 

the camera was experimentally assessed with and without these filters for a scene temperature of 22 °C. The resulting 

temporal and spatial noise data are summarized in Table 2. As shown, both are distinct higher when using filtering. The 

increase is within a magnitude of approximately 3 to 9. 

 Camera 

(None) 
Laplace 1 Laplace 2 Laplace 3 Laplace 4 Wiener 

NETD 37.5 mK 188.1 mK 111.6 mK 340.9 mK 188.2 mK 105.2 mK 

IETD 7.5 mK 37.0 mK 21.8 mK 67.4 mK 37.2 mK 19.5 mK 

Table 2. NETD and IETD measured for 22 °C scene temperature. 

Using the scanning slit method the Modulation Transfer Function (MTF) was measured for the six configurations. 

Figure 2 compares the result. The MTF shows the camera to be undersampled and the changing frequency behavior due 

to the filters is obvious. For the Laplace filter the maximum increase is located at approximately 0.8 times Nyquist-

frequency. The Wiener filter results in a more edge like behavior with the maximum increase close to Nyquist-

frequency. 
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Figure 2. MTF as measured for the six configurations. Spatial frequency is given normalized to the cameras Nyquist-

frequency. 

3. MTDP-MEASUREMENTS

3.1 Measurement Method 

Basing on the Johnson-criteria6
,
 the Minimum Resolvable Temperature Difference7,8 (MRTD) allows assessing (nominal) 

range performance of thermal imagers. The concept found widespread application and NATO STANAG 43479, 434910 

and 435011 standardize it. Already STANAG 4349 claimed, “The measurement procedure described applies only to 

thermal imagers where the MRTD concept is defined, i.e. for properly sampled systems.”10. With the introduction of 

focal plane array detectors this became a problem, as they typically are not properly sampled but “undersampled”. One 

of the concepts to overcome this problem is the Minimum Temperature Difference Perceived (MTDP)12. The MTDP is a 

development of the MRTD. From measurement perspective, the only difference between MRTD and MTDP is the 

allowance that the 4-bar-target used no longer needs to be correctly resolved. MTDP allows measuring when degradation 

of the test pattern gives three or two bars only, but selection of the maximum number is necessary. This is achieved by 

shifting the position of the bar target relative to the focal plane array, the so-called phase. The description of the MTDP 

as applied at Fraunhofer IOSB is as follows: 

Validity 

The MTDP applies for well and undersampled thermal imagers. The applicable spectral range is 3 μm to 14 μm or parts 

of this range. 

Definition 

The MTDP is the minimum temperature difference, which allows an observer to resolve a 4-bar-test pattern in 

accordance with a given criterion. It depends on the spatial frequency of the test pattern, the environmental temperature, 

the orientation (horizontal or vertical) and the position of the test pattern relative to the detector (phase). 

Measurement Conditions 

The 4-bar-test pattern is positioned in front of a blackbody, the temperature of which can be varied, giving positive and 

negative temperature differences ΔT between the bars and the background. A 2.5 m focal length, 0.3 m diameter off axis 

collimator projects the bar target on the imager under test. In doing so optical axis of imager under test and projection 

correspond. The position of the bar pattern relative to the detector is adjustable in small steps relative to the imager’s 

instantaneous field of view. Environmental temperature, which also corresponds to the bar target background 

temperature is within 22±2 °C unless otherwise specified. Room illumination is set to a level that does not distract the 

observer from its task. Typically, a low level is used to increase the observer’s contrast sensitivity. Alterations according 

to the observer’s demands are allowed. Imager gain is set manually using an as high as possible one for the 

measurement. It is kept so during the measurements. Imager brightness is adjusted before and during the measurements 

by the observer to optimize results. Measurements are performed at the display that belongs to the imager. If no display 
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is belonging to the imager in test, an IOSB standard monitor is used instead. Contrast and brightness of the monitor are 

adjusted before the measurements to give optimum performance. A suited video generator is used for this purpose. No 

alterations are allowed during the measurements. The observer is allowed to alter the distance of his eye from the 

monitor to give optimized results wherever applicable. 

Measurement Process 

A test pattern is presented to the observer at a temperature difference that allows a good separation from the background. 

The observer slightly alters the position of the test pattern relative to the detector (phase) and selects the position where 

the maximum number of bars is visible. This can be four, three or two bars. The number of bars is recorded and the 

phase is kept for the measurement of the test pattern. Starting from an invisible test pattern, the temperature of the black 

body is increased until the test pattern can just be seen in positive contrast. The corresponding temperature difference 

ΔTp is recorded. The temperature of the blackbody is then reduced causing the test pattern to disappear and then to 

reappear with negative contrast. When the observer can just resolve the bars, the corresponding temperature difference 

ΔTn is recorded again. The two measurements are taken with a time delay as small as possible to minimize drift 

influence. This measurement is typically repeated at least once and at most four times. The whole procedure is repeated 

with bar targets of increasing spatial frequencies until the observer is not able to resolve any bars in the first step of the 

measurement process. Spatial frequency and temperature difference used for the decision are recorded. The criterion for 

resolving the bar target is to see the bars and not just some modulation on the display, although it is not necessary that 

each of the bars be visible at the same time. The MTDP is measured with the bar target orientated horizontal and vertical 

relative to the detector of the imager. Measurements typically are taken at a minimum of six spatial frequencies 

distributed approximately uniformly over the useful range of the imager. 

Measurement Exploitation 

From the recorded positive and negative temperature differences the minimum resolvable temperature difference is 

calculated according to  

 ∆𝑇 =
∆𝑇𝑝−∆𝑇𝑛

2
 (1) 

The MTDP at a given spatial frequency is then the average of these calculated temperature differences. 

Results 

The average temperature difference versus spatial frequency is the MTDP-curve. 

3.2 Measurement Results 

One trained MTDP observer performed the measurements for horizontal direction only. Using only one spatial direction 

was possible because former measurements showed MTDP for this camera to be independent of spatial direction. 

Additionally, all boost filters are spatially symmetrically. For the measurements the image data was presented on a NEC 

MultiSync PA241W display set to 1920 x 1200 resolution and 60 Hz framerate. It was adjusted for optimum brightness 

and contrast before the measurements. Image presentation used a zoom factor of 2 with pixel replication. A linear 14-bit 

to 8-bit conversion with 256 digital levels (DL) gain was used for all measurements. Offset was adjusted according to the 

observers needs. Four repetitions were performed and the values given as results in Figure 3 are average and standard 

deviation of these four independent measurements. 

For analysis a TRM4.v33 modelling was adapted to the measurements. It based on the technical data of camera and 

display and the presented measured data. For the camera modelling eye signal-to-noise ratio and eye integration time 

were used for the necessary fine-tuning. These values were assumed to be the right ones for the other five configurations 

also. Surprisingly, when doing so, it was found that using Table 2 noise figures underestimated the performance, i.e. the 

MTDP-observer resolved the bar target at much lower temperature differences than expected. To overcome this and 

adapt the modelling to the measurement, the NETD was set to TRM4.v3s lowest possible value of 0.1 mK and the IETD 

was adjusted. The resulting values are summarized in Table 3. Because temporal noise is practically neglected, this value 

can be seen as overall noise. For comparison, the equivalent value for the camera without filter is also given in Table 3. 

The reason for this difference in the perceived compared to measured noise is currently unknown.  
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 Camera  Laplace 1 Laplace 2 Laplace 3 Laplace 4 Wiener 

Noise 22.9 mK 25.0 mK 25.0 mK 30.0 mK 28.0 mK 37.5 mK 

Cut-Frequency None 1.18 mrad-1 None 1.10 mrad-1 1.10 mrad-1 None 

Table 3. Overall noise and cut-off frequency of the additional rectangular MTF used for TRM4.v3 modelling of the MTDP. 

See the text for details. 

  

  

  

 

Figure 3. MTDP as measured for the six configurations. Spatial frequency is given normalized to the Nyquist-frequency. 

Symbols are the measured average values and the corresponding vertical bars are the standard deviation of the four 

measurements. Numbers close to symbols give the resolved bars in the undersampled region. The dotted line is the 

adapted TRM4.v3 modelling. r² gives the correlation coefficient between this modelling and the measurement. 
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Another problem was the MTDP cut-off frequency. For Laplace 1, 4 and 5 the modelling dramatically overestimated the 

observer’s possibility to resolve the spatial frequencies for unknown reasons. Solution here was to include an additional 

rectangular MTF in the post filter. Selection of the cut-off frequency of this MTF was in-between the frequencies of the 

last resolved and the unresolved bar target. The used value is also given in Table 3. 

As shown by the correlation coefficient given in the graphs, the correlation between measurement and adapted modelling 

is high, i.e. there is a good correspondence between the two. 

4. NUMBER IDENTIFICATION RANGE PERFORMANCE  

4.1 Remark 

Range data was collected here for identification of numbers. Compared to military targets this has some advantages. As 

there are only the numbers 0 to 9, the target set is small and complete. It can be expected that numbers are known to all 

people and so learning effects are largely excluded. This enables larger experiments with a limited number of observers. 

Target size and thus range can be adapted to enable data acquisition under controlled conditions. Thus, it is easy to repeat 

the experiment e.g. with other cameras. Environmental effects are largely excluded and deriving size and contrast is 

simple compared to real targets. Altogether they are something in-between a target for laboratory assessment (e.g. bar 

target, triangle or Landolt ring) and a real target (e.g. tank or weapon). They are untypical for thermal imager range 

assessment and closest to the topic is probably the work of Miller and Wiltse13. 

4.2 Data Acquisition and Preparation 

Target for data acquisition was a sand blasted aluminum plate of 2 mm thickness containing cut-out numbers 0 to 9 of 

10 mm height. It was mounted in front of a CI-Systems SR 80 black-body. The black-body was operated switched off, so 

the contrast was created only by the different material properties. The camera was mounted on a rail with its optical axis 

perpendicular to the targets center. Moving the camera on this rail enabled recording the target from set distances. Here 

these distances were 1.15 m to 6.15 m in 0.5 m steps. At each distance image sequences of 200 images were recorded. At 

closest range the black-body set to temperatures in-between 15 °C and 40 °C with steps of 5 K was additionally recorded 

without the target for in-homogeneity correction and calibration purposes. 

In preparation for the perception experiment, the following processing was applied: 

1. 2-point in-homogeneity correction using the data collected at 15 °C and 40 °C 

2. Boost filtering using above filters 

3. 14-bit data to 8-bit conversion using a linear scaling of 256 DL gain and a defined offset 

4. Separating the numbers using suited quadratic regions of interests 

At the end six data sets with of 110 sequences resulted. Figure 4 presents examples for the processed imagery up to step 

3. 

For comparison with the MTDP measurement the contrast between numbers and background is needed. It was estimated 

for each distance by averaging the signal in regions of interest on an uncovered black-body and a background area. For 

calibration of these signals the recorded reference data was used. The resulting temperature difference was 230±20 mK. 

4.3 Perception Experiment 

The perception experiment was conducted in a darkened room on a NEC MultiSync PA241W display set to 1920 x 1200 

resolution and 60 Hz framerate. Distance to the monitor could be selected by the observer as appropriate. The monitor 

was adjusted for optimum brightness and contrast using a gray-scale of 256 DL.  

The form of the experiment was 10 answer forced choice (10AFC) with unlimited observation time. The image 

sequences were presented in the middle of the display in infinite loop. A zoom factor of 2 with pixel replication was used 

for all imagery. The software stored the presented image name and the start time of the presentation (stimulus), the 

observer selection and end time of the presentation (response) and automatically calculated the probability of 

identification for each range. 
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Figure 4. Numbers recorded from a distance of 1.15 m. The differences in sharpness and noise caused by the boost filter are 

obvious. 

Only one observer participated at the experiment, a 54 aged male with corrected eyesight and high familiarity with 

infrared imagery. This observer also did the MTDP-measurements described before. To minimize strain on the observer 

each configuration was addressed in a separate session. The duration of such a session was about 7 minutes. Next to the 

110 image sequences in test this included 10 introduction images and 0.5 s presentation of a black image in-between two 

consecutive image sequences. The introduction images were not intended to introduce the observer to the data, but to 

adapt his mental state to the experiment. All configurations together were seen as one set and ten repetitions of the sets 

were performed. A random selection of the configurations within the set was used. These 60 experiments were 

distributed over roughly six weeks, with multiple tests on the same day with breaks in-between possible. 

4.4 Analysis and Results 

The perception experiment results in probability of correct number identification PMeasured versus range R for each 

configuration. It was corrected for chance probability PGuess to give the actual probability of identification PId according 

to14  

 𝑃𝐼𝑑(𝑅) =
𝑃𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑(𝑅)−𝑃𝐺𝑢𝑒𝑠𝑠

1−𝑃𝐺𝑢𝑒𝑠𝑠
 (2) 

 

With 10 possible answers PGuess equals 0.1 here. For each configuration average and standard deviation of the 10 

measurement were calculated. They are given in the following graphs. Fitting the psychometric function is no simple 

task and a lot of literature is available on this topic, e.g. Klein14 and Wichmann and Hill15, both with further references. 

Here a logarithmic cumulative normal distribution  
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 𝑃𝐼𝑑(𝑅) = 0.5 + 0.5 ∙ 𝑒𝑟𝑓𝑐 [
−𝑙𝑛(

𝑅

𝑅50
)

√2∙0.24
] (3) 

was fitted to the data using TableCurve 2D® software16. Parameter R50 is the range at 50 % probability of identification. 

The steepness of the transition was variable in a first analysis, but came out quite similar for all configurations. The 

average was 0.24±0.02 and this value was used for the actual fitting given here. It was also found that for unknown 

reasons 3.65 m data produced an outlier for all configurations. The value is given in the graphs but was excluded from 

the curve fitting. Figure 5 gives the resulting data. 

  

  

  

Figure 5. Probability of Identification versus range as measured for the six configurations. Symbols are the average and the 

corresponding vertical bars the standard deviation of the ten measurements. The dotted lines give the adapted 

logarithmic cumulative normal distribution and r² gives the correlation coefficient between measurement and curve fit. 
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5. COMPARING MTDP AND PERCEPTION EXPERIMENT DATA 

According to the theory of the Johnson criteria10,17,18 the connection between range R and limiting frequency Cut(T) is 

given by  

 𝑅 =
𝑑𝑇𝑎𝑟𝑔𝑒𝑡

𝑁
∙ 𝜁𝐶𝑢𝑡(Δ𝑇) (4) 

using the task difficulty in line pairs on target N, the characteristic size of the target dTarget and the target-background 

contrast T. Rearranging the formula to  

 
𝑅

𝜁𝐶𝑢𝑡(Δ𝑇)
=

𝑑𝑇𝑎𝑟𝑔𝑒𝑡

𝑁
= 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (5) 

shows that for checking if the Johnson criteria apply here, it is sufficient to know range and corresponding limiting 

frequency for the temperature difference of the target.  

Equation (3) shows that the ranges for 50 % probability of identification are directly available from the curve fit. 

Limiting frequency has to be extracted from the MTDP-measurements for the number temperature difference of 230 mK. 

Typically, the effect of the atmosphere on temperature difference has to be considered. Because of the small ranges used 

here this can be neglected. Limiting frequency was calculated from the adapted TRM4.v3 curves by linear interpolation 

of the closest temperature differences and spatial frequencies. The resulting range and limiting frequency data is 

summarized in Table 4 and presented as graph in Figure 6. Also presented in Table 3 is the ratio of R50 and Cut. With an 

average of 3.94±0.02 mm it shows only limited variations and this ratio is also plotted in Figure 6. Assuming a letter 

height of 10 mm this corresponds to 2.54±0.01 line pairs.  

 Camera  Laplace 1 Laplace 2 Laplace 3 Laplace 4 Wiener 

R50  4.08 m 4.54 m 4.31 m 4.30 m 4.35 m 4.29 m 

Cut 1.033 mrad-1 1.160 mrad-1 1.095 mrad-1 1.089 mrad-1 1.100 mrad-1 1.085 mrad-1 

Ratio 3.95 mm 3.91 mm 3.94 mm 3.95 mm 3.95 mm 3.95 mm 

Table 4. Range for 50 % probability of identification and corresponding limiting frequency as derived from the 

measurements. Additionally, the ratio of the two is presented. 

 

Figure 6. Range versus limiting frequency as derived from MTDP-measurement and perception experiment for the different 

configurations. The dotted line corresponds to the average ration given in the text. 

Another possibility to look on the topic is to calculate the performance gain by applying boost. This can simply be done 

by calculating relative data based on range and spatial frequency of the camera alone. Table 5 gives the result of this 

calculation. As shown, predicted and measured gain is practically on spot. 
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 Camera  Laplace 1 Laplace 2 Laplace 3 Laplace 4 Wiener 

R50 relative 1 1.11 1.06 1.05 1.07 1.05 

Cut relative 1 1.12 1.06 1.05 1.06 1.05 

Table 5. Range and limiting frequency data of Table 3 calculated to relative values with the camera data as reference. 

Altogether, perception experiment and MTDP-measurement are in good agreement. This indicates that at least for the 

camera and boost filter used here the Johnson criterion is able to correctly predict range. 

6. CONCLUSION, DISCUSSION AND FURTHER WORK 

The presented study aimed on checking if the Johnson criteria applies for thermal imagers with boost filtering. To do so, 

it compared number identification range to limiting frequency for an undersampled MWIR thermal imager. This imager 

was operated with and without five different boost filters. Range was measured in perception experiments and limiting 

frequency was derived from MTDP measurements. As result a very good correspondence between the two figures was 

found. This indicates the validity of the Johnson criteria for thermal imagers with boost. To value this result some topics 

have to be considered: 

Because of the “high” (230 mK) target-background-contrast used here, limiting frequency often was close to the cut-off 

frequency of the thermal imager. It was thus not always covered by measured data but had to be derived from model 

extrapolation. This introduced some kind of subjectivity in the result. In future experiments the contrast should be better 

adapted to the frequency behavior of the thermal imager. 

The study is limited to an undersampled MWIR camera. Repeating it with different imagers is necessary to check if the 

conclusion is generally valid. Measurements using a LWIR QWIP camera in different configurations already started. 

They are not finished yet, but first results seem to confirm the findings presented here. 

Finally, this study has to be compared to the one by Short et al2. Using a similar approach to the one presented here, they 

found the Johnson criteria to underestimate range when using boost filtering. The major differences between the two 

studies are well sampled LWIR thermal imager (Short et al) versus undersampled MWIR thermal imager (here), tank 

targets (Short et al) versus numbers (here) and range modelling (Short et al) versus MTDP-measurement (here). Each of 

them as well as all together are candidates to explain the conflictive results. However, when analyzing the data (their 

tables 2, 3 and 4) given by Short et al, it is possible that their result is more indicative for modelling difficulties than the 

quality of the Johnson criteria for range performance prediction. To assess the differences between the two studies, 

extensions of the presented work are intended. As discussed above, assessing other cameras is under way. Additionally, a 

perception experiment for identification of real targets is in preparation.  
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ABSTRACT

A large number of factors may influence the performance of thermal surveillance systems used in any given
scenario. Highly accurate predictions of acquisition range for a sensor therefore requires the access to specialized
numerical tools with a large number of input parameters. At the other hand, simple range estimations with
acceptable accuracy can be made for situations of ideal conditions by applying the Johnson Criteria. However,
such an approach completely ignores the effect of low signal contrast and atmospheric attenuation and would
therefore be unsuited for many real-world scenarios. This work proposes an alternative method, of medium accu-
racy and complexity, for estimating the acquisition range of thermal sensors. It relies on the well-known concept
of Minimum Resolvable Temperature Difference (MRTD), and the method represents the MRTD information
for a given sensor by a parametric curve. The form of the parametric curve is chosen so that the observation
range can be estimated from a simple second-order equation. The new method has several advantages. First,
uncertainties in calculated acquisition range can easily be estimated based on input parameter uncertainties.
Secondly, linear approximations can be made for classes of scenarios by making specific assumptions about ther-
mal contrast and atmospheric attenuation. Thirdly, the method can form the basis for a more generalised solver
that can handle an even wider range of scenarios. In this work, the new method called Parameterised MRTD
(PMRTD) is outlined. Linear approximations to the solutions are derived. In addition, the solution for relevant
examples are shown and discussed.

Keywords: Thermal sensors, signature, modelling and analysis of IR systems, defence and security applications
of IR sensor technology

1. INTRODUCTION

Target acquisition using thermal sensors is an essential part of many operations, both civilian and military. For
this reason, it is of vital importance to have a realistic view of the capabilities of the electro-optical equipment
involved in a given scenario. There are many factors that play a role in determining the range capability of a
sensor. Some of these factors are determined by the technical specifications of the camera in question, such as
the instantaneous field of view (IFOV), but weather and atmospheric conditions can also put severe limitations
to the effective observation range. In addition, the characteristics of the observed scene should also be taken into
account. What is the target-background contrast? Is the target moving or is it static? What is the orientation of
the target and is the target partially covered by other constituents of the scene? These are examples of relevant
questions regarding the scene which might affect how easily observable a specific target is in a given scenario.
Last but not least, there must be a human or virtual operator which makes the actual observation based on
the signal recorded by the sensor. How well a system performs will inevitably depend on the properties of the
operator, whether the aim is to detect, recognise, or identify the target, and in the case of a human operator,
how the physical and mental state of the operator is at the time of observation.

The Johnson Criteria1 relates the distance at which an observation task has a certain probability of success
to the number of sensor pixels subtending the target in question; it links resolution requirement to the task
requirement assuming strong thermal contrast and negligible atmospheric attenuation. One of several possible
approaches to extending the Johnson Criteria to include non-ideal effects, is the function called Minimum
Resolvable Temperature Difference (MRTD).2 It is a subjective measure of image quality defined as
the minimum temperature difference above 300 K required for an observer viewing through the tested imaging
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system to resolve a four-bar pattern from the background. When properly established, the MRTD function should
reflect the finite temperature difference between target and background and the weather dependent atmospheric
attenuation (in a simplified manner). Factors such as detector noise, image processing in the camera and
observer performance are all assumed to be incorporated in the experimental data which the method relies on.
It is considered quite difficult to obtain good quality, reproducible data for the MRTD function.2,4 However,
theoretical models for the MRTD function also exist.5

2. THE PARAMETERISED MRTD (PMRTD) EQUATION

A well-established approach to thermal sensor range prediction combines the Johnson Criteria, the MRTD
function and the concept of apparent temperature difference (ATD).6 If the MRTD function is specified directly
from experimental data, it most likely cannot be represented on a compact, analytical form and a solution can
therefore only be obtained through a graphical or discreet solver approach. The parameterised MRTD (PMRTD)
model is a mathematical approximation to the MRTD model.7 The idea is to replace an experimentally obtained
MRTD curve with a parametric function which fits sufficiently well with the original MRTD curve and which
allows the acquisition range to be estimated analytically. Uncertainties in the MRTD curve for the sensor in
question should be reflected in the parameters determining the approximate function and result in a corresponding
uncertainty in the estimated range.

2.1 MRTD on parametric form

The functional form of the PMRTD function should be chosen both to fit well with typically MRTD functions
obtained experimentally as well as provide a basis for deriving a simple analytic expression for the predicted
range. Also, it is desirable that the number of parameters needed for specifying the function is kept to a minimum.
First, we note that it is common for the MRTD function to be plotted on a logarithmic scale as a function of the
normalised spatial frequency of the target, x = ν/νN , where νN is the Nyquist frequency of the sensor.6 The
PMRTD function is therefore defined as the logarithm of the target-background temperature difference with 1
K as the normalising unit, hereafter denoted y. Secondly, the PMRTD function should be a non-linear function
where the function itself and its first derivative should be monotonically increasing with frequency. The minimum
required temperature contrast for detection is given by the zero-frequency value of y, y(0) = ymin = log(∆Tmin).
There should also exist an upper frequency limit, here referred to as the critical frequency xc > 1, above which
observations are no longer possible irrespective of temperature contrast. At x = xc the derivative of the PMRTD
function goes to infinity. The last parameter we need is yN = log(∆TN ), the PMRTD functional value at the
Nyquist frequency (x = 1).

With these 3 parameters specified, we choose to define the PMRTD function y as

y = ymin +Dy
xc − 1

xc − x
x, (1)

where we have introduced the quantity Dy = yN − ymin.

Fig. 1 shows two examples where the MRTD data are approximated by 3 PMRTD functions each. The
PMRTD parameters used for the PMRTD curves in panel a6 include ∆Tmin = 0.05 K and ∆TN = 4.0 K, In
addition, three different options for xc are shown in the plot; 1.5 (blue curve), 2.0 (green curve), and 3.0 (red
curve). We see that xc = 2.0 fits better with the MRTD data for x = ν/νN ≤ 1, while xc = 3.0 seems like a
better option when looking at ν/νN > 1. In practise, it is probably more important to have a good fit below
the Nyquist frequency than above. The MRTD data shown in panel b is approximated using the same ∆TN
value as in the previous case, but with ∆Tmin = 0.025 K. Here, the three options for xc are 1.4 (blue curve), 1.8
(green curve), and 2.6 (red curve). A good fit is achieved with xc = 1.8 for x = ν/νN ≤ 1, with the exception of
the smallest frequencies where the PMRTD curve cannot match the additional drop seen in the original MRTD
curve. A strategy for handling this type deviation between the PMRTD function and the original MRTD curve
is discussed in the conclusion.
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Figure 1. Two MRTD curves plotted as functions of spatial frequency ν normalised by the Nyquist frequency (νN ). They
are taken from Perić et al. (2019)6 (panel a) and Howe (1993)3 (panel b) and are represented by the filled circles. The
solid curves represent PMRTD approximations to the MRTD curves. See main text for details.

2.2 Deriving the PMRTD equation

To derive the PMRTD equation,7 we start with the Johnson Criteria which gives us the Nyquist range, RN , as:

RN =
L

2Jbccε
≡ L

Jbcc

νN , (2)

where we replace ε, the sensor IFOV, by the Nyquist frequency, νN = 1/(2ε). In addition, RN depends on
the Johnson bar cycle criteria, Jbcc, providing the number of pixels required across the critical target length L
in order to achieve the specified probability of success for a given observational task. It is also important to
note that since RN is proportional to νN , we also have R = RNx. The apparent temperature difference (ATD)
between target and background as measured at distance R is found using Beer’s law:

∆Ta(R) = ∆T0e
−γR, (3)

where ∆T0 is the effective target-background temperature difference as measured by the sensor at close range
and γ is the total, band-averaged atmospheric attenuation coefficient. By taking the logarithm of Eq. 2, we can
express the logarithmic ATD as

ya ≡ log(∆Ta) = y0 − γ log(e)R = y0 − Γx, (4)

where y0 = log(∆T0) and Γ = γ log(e)RN .

Since we are interested in the largest acquisition range, we set the ATD, given by Eq. 4, equal to the PMRTD
function, given by Eq. 1. After some rearrangements, this gives us the easily solvable second-order equation:

Γx2 − βx+ Eyxc = 0, (5)

where we have defined
β ≡ β1 + β2 + β3 = Γxc + Ey +Dy(xc − 1) (6)

and

Ey = y0 − ymin = log

(
∆T0

∆Tmin

)
. (7)

The first term of the sum in Eq. 6, β1, is proportional to the reduction in logarithmic ATD due to atmospheric
attenuation at the critical range RNxc, while the second therm, β2, is the effective target-background temperature
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contrast relative to the temperature sensitivity of the sensor. The last term, β3, can be interpreted as the increase
in MRTD from the Nyquist frequency to the critical frequency if the MRTD was a linear function.

Solving Eq. 5 gives us the following compact expression for the acquisition range estimate:

R = RN
β −

√
β2 − 4ΓEyxc

2Γ
. (8)

2.3 Linear solutions to the PMRTD equation

Although the solution given by Eq. 8 is already on a highly compact form, it is still a model which relies on a fairly
large number of parameters; 4 camera parameters, 2 target-related parameters, and 1 atmospheric parameter
(not including parameters related to the underlying atmospheric attenuation model). Therefore, it might be
useful to look at three special cases where some of the parameters no longer are important in determining the
range. These special cases are identified by which of the three terms in Eq. 6 dominate the expression of β. In
all three cases, we will assume that

4ΓEyxc = 4β1β2 � β2. (9)

This means that β1, β2 or both are negligible compared to β. This assumption enables us to linearise Eq. 8 and
thereby obtain a simplified approximation to the normalised range estimate which is given as

x ≈ xcEy
β

. (10)

If β ≈ β1, we have what we could call the high attenuation approximation. Combined with the assump-
tion in Eq. 9, this means that the ATD will be low, and that the solution will be in the low frequency regime.
The Johnson Criteria range estimate will overestimate the observation range, either because the atmospheric
conditions are far from perfect or because the critical target size is large. The predicted observation range can
then be expressed as

R = RN
xcEy
Γxc

=
Ey

γ log(e)
. (11)

In this regime, the predicted observation range depends neither on the critical size of the target nor on any
PMRTD parameters other than ymin, the global minimum resolvable temperature difference.

When β is dominated by Ey it means that the target-background contrast is very high and the atmospheric
attenuation is relatively low. The solution to Eq. 5 will therefore be in the high frequency regime. In this case,
Eq. 8 simply becomes

R ≈ RNxc = CNL, (12)

where CN = νNxc/Jbcc. The observation range in the high contrast regime is thus proportional to the critical
dimension of the target, L. Increasing the target size by a factor two will therefore lead to a doubled maximum
observation range. The expression does not depend explicitly on temperature contrast because it is assumed
that the solution is close to the asymptote where the PMRTD curve goes to infinity. If we assume the critical
frequency to be equal to the Nyquist frequency, this approximation becomes identical to the Johnson Criteria
range estimate. However, if for instance xc = 2 is assumed, the predicted observation range becomes twice the
Nyquist range.

Parameter β3 is only determined by the PMRTD curve of the sensor in question. Since neither thermal
contrast nor target size affects this parameter, an especially useful approximation to the observation range can
therefore be found in the limit where β3 dominates β. We refer to this as a low contrast and low attenuation
approximation. The estimated range in this case becomes:

R = RN
xcEy
β

=
CN

Dy(xc − 1)
ZT . (13)

We have here introduced the scenario-specific parameter

ZT = LEy = L log

(
∆T0

∆Tmin

)
, (14)
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which combines the critical dimension of the target L with the ratio of the target-background temperature
difference to the minimum detectable temperature difference on a logarithmic scale. Hereafter we refer to ZT as
the thermal size of the given combination of target, background and sensor. The predicted range in Eq. 13
serves as an upper limit for low-to-moderate temperature contrast scenarios applicable to near perfect weather
conditions.

2.4 Comparsion of linearised and non-linearised solutions

We will illustrate the properties of the PMRTD model by estimating the acquisition range for a fairly large
sample of randomly chosen target-background combinations. The assumed MRTD curve is given by Fig. 1a with
PMRTD parameters ∆Tmin = 0.05 K, ∆TN = 4.0 K, and xc = 2. For the purpose of simplicity, we will for now
assume that the uncertainty in these parameters is negligible. The Nyquist frequency for this sensor is about
38.5 mrad−1.6

Figure 2. Predicted range according to PMRTD for target recognition with 50% success rate assuming a sensor with
MRTD curve. Each dot represents a target-background measurement, and the colours blue, red, and green indicate which
of the three terms, β1, β2, and β3 dominate in Eq. 8. Panel a plots thermal size (ZT ) as a function of critical size (L),
while panels b-d plot the predicted range as a function of Ey/γ, L, and ZT , respectively. The blue, red, and green solid
lines indicate the linear approximations given in Eqs. 11-13.

Combinations of target size, target-background temperature difference, and atmospheric attenuation have
been randomly selected for 200 test cases. This is done so that either β1, β2 or β3 dominates the expression
of β. Fig. 2a plots all test cases in an L − ZT -plot. The colours indicate which of the three β-terms, β1 (blue
dots), β2 (red dots) or β3 (green dots), dominate. The recognition distance with 50% probability of success is
plotted as a function of Ey/γ, L, and ZT in panels b, c and d, respectively. The solid line in each of the three
panels indicates the relevant approximation given by Eq. 11, 12 or 13. Panel b confirms that the predicted
observation distance is close to a linear function of Ey/γ when β is dominated by β1. Similarly, we see in panel
c that observation distance is almost linearly dependent on the critical size L when β is dominated by β2. And
finally, that R is nearly a linear function of ZT when β3 is the main contributor to the parameter β. Notice how
the non-linear PMRTD solutions are all below the linear approximations.
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3. TEST CASES

In this section we will look at some specific examples of how the PMRTD model can be used. Specifically, we will
illustrate how the model can be useful in multi-dimensional parameter studies. Since the only target parameters
relevant to the model is the critical length and the effective temperature (surface temperature measured under
the assumption of black-body radiation), targets are identified by these two properties only.

3.1 Detection range as a function of atmospheric attenuation

The first example is detection of a target with 50% probability of success where the critical dimension of the
target, L, is estimated to be about 1 m. This could for instance be a human. The sensor used in the operation has
an assumed IFOV of ε = 0.12 mrad. This gives a Nyquist range for the sensor-target pair of RN = 4.2 km. The
PMRTD parameters for the sensor are given as follows: ∆Tmin = 0.015 K, ∆TN = 0.25−4.0 K, and xc = 1.4−2.0.
Fig. 3 plots the PMRTD-estimated detection range as a function of the atmospheric attenuation, ranging from
0 km−1 to 4 km−1. The uncertainty in the predicted detection range due to the uncertainties in ∆TN and xc
is indicated by the light blue shaded region, while the solid black curve represents the average prediction. The
dashed lines indicate the range estimated with one specific combination of the PMRTD parameters, and the grey
solid line marks the Nyquist range that would be obtained from the Johnson Criteria.

Figure 3. PMRTD-estimated range for 50% successful detection of a 1-m tall target as a function of the extinction
coefficient (γ) using an ε = 0.12 mrad sensor. The target-background difference, ∆T0 is 2 K, while the sensor has a
minimum temperature sensitivity of ∆Tmin = 0.015 K. For the two remaining PMRTD parameters, ∆TN is 0.25 K (blue
curves), 1.0 K (orange/red curves), and 4.0 K (green curves), while xc is chosen to be 1.4 (darkest shading), 1.8 (medium
shading), and 2.6 (brightest shading). The grey line indicates the Nyquist range (RN ).

With no atmospheric attenuation, the PMRTD estimate with average model parameters is very close to RN .
Taking into account the uncertainty of the PMRTD parameters, dominated by the uncertainty in ∆TN , the zero
attenuation range estimate is found to be in the interval 3.5-5.2 km with an estimated uncertainty of about
±20 %. As the attenuation increases, the estimated range drops as expected. With γ = 1 km−1, the estimated
range of the average model is down to 2.8 km, or about 2/3 of RN . The relative uncertainty due to the PMRTD
parameters also drops as γ increases, and when γ has reached 4 km−1, the range is estimated to be about 1.1
km with an uncertainty of ±10 %.

3.2 Detection range as a function of temperature difference and IFOV

In the next example, we want to compare the detection range (with a success rate of 50%) predicted by PMRTD
to the Nyquist range, the range predicted from the Johnson Criteria. The target size is still kept at 1 m while the
atmospheric attenuation is fixed at a relatively high value, 1.2 km−1. This time, the IFOV of the sensor is allowed
to vary, in the range 0.05-0.5 mrad, and the target-background temperature difference is varied in the range 0.02-
60 K. The PMRTD parameters of the sensor are set as follows: ∆Tmin = 0.015 K±10%, ∆TN = 1.0 K±50%, and
xc = 1.8±20%.
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Fig. 4 shows the ratio of the PMRTD predicted detection range to the Nyquist range for 17×11 combinations
of the IFOV and the temperature difference. For each of these cases, 23 combinations of the three PMRTD
parameters are tested. The minimum and maximum range estimates found among the PMRTD-combinations
are recorded. In Fig. 4, the lower prediction limit is indicated by the colour of the smaller square while the upper
prediction limit is indicated by the corresponding larger square. Yellow corresponds to the PMRTD estimate to
be roughly equal to the Nyquist range.

Figure 4. PMRTD-estimated range for 50% successful target detection as a function of the IFOV (ε) and the temperature
difference on a logarithmic scale. The critical length of the target is set to 1.0 m and the atmospheric attenuation is chosen
to be 1.2 km−1. The predicted detection range is normalised by the Nyquist range (RN ). The colours of the smaller
squares indicate the lower prediction limit, while the colours of the larger squares mark the upper prediction limit.

Since sensor resolution is inversely proportional to ε, the theoretical detection range, as given by RN , goes
to infinity as ε approaches 0 mrad. In reality, atmospheric attenuation and finite temperature contrast will be
a limiting factor on the range when ε is sufficiently small. We see in Fig. 4 that the PMRTD model captures
this phenomena. As ε is reduced, the temperature difference ∆T must increase in order to keep R/RN constant.
For the chosen target size, atmospheric attenuation and ε− ∆T domain, R/RN ranges from under 0.05 to just
over 1.3. The uncertainty in the predicted detection range due to uncertainties in the PMRTD parameters are
on average around 12% with a maximum uncertainty of 33%.

3.3 Importance of view angle on the recognition range for a high aspect ratio target

The last test case, is an example of a more specific analysis performed with the PMRTD model. The targets
in question is similar in size to a bus with length equal to 12 m and a height of 3.5 m. The target width is
either 2.4 m (case a) or 1.2 m (case b), corresponding to a length-to-width aspect ratio of 5 and 10, respectively.
The high aspect ratio causes the apparent cross section of the target to vary substantially with the observer’s
viewing angle. The critical length, to which the Nyquist range is proportional, is defined as the square-root
of the cross-section area. It is therefore relevant to investigate to what extent the view angle would affect the
range at which a given sensor can perform a specified acquisition task. In the current example, we assume the
goal is to recognise the targets with a 50% chance of success. The sensor IFOV is chosen to be 0.1 mrad, while
the PMRTD parameters for the sensor are ∆Tmin = 0.02 K±10%, ∆TN = 1.0 K±30%, and xc = 1.8±20%.
Results are obtained for atmospheric attenuation (γ) in the range 0.2-2.4 km−1. In practical use, there might be
considerable uncertainty associated with γ. In this example, we therefore assume that the accuracy of γ is 10%.

Recognition distance for the targets with the specified sensor are calculated for 20 different values of the
view angle in the range 0° to 90°, where 0° corresponds to the smallest surface area of the targets being directed
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towards the observer. The temperature difference between the targets and their surroundings is set to 2 K for
all target surfaces. As before in this paper, we do not consider possible differences in surface emissivity. The
results of this simple analysis is shown in Fig. 5 for γ equals 0.2 km−1 (black curve), 0.6 km−1 (turquoise curve),
1.2 km−1 (blue curve), and 2.4 km−1 (red curve). The thickness of the curves indicates the uncertainty in the
predicted range due to the uncertainty in PMRTD parameters and in γ. Panels a and b show results for aspect
ratio 5 and 10, respectively.

Figure 5. PMRTD-estimated range for 50% successful recognition of targets with length 12 m, height 3.5 m and an aspect
ratio of 5 (panel a) and 10 (panel b) plotted as a function of the view angle assuming a target-background temperature
difference of 2 K. The atmospheric attenuation is chosen to be 0.2 km−1 (black curve), 0.6 km−1 (turquoise curve),
1.2 km−1 (blue curve), and 2.4 km−1 (red curve) with an assumed accuracy of 10%.

Let us first consider the case with aspect ratio equal to 5. For this combination of sensor and target, we see
that the recognition range dependence on view angle is small when compared to the input parameter uncertainties
if the atmospheric attenuation is large and the range therefore is small. Take γ = 2.4 km−1 as an example; the
model-averaged range increases from around 1.6 km to roughly 1.8 km as the view angle increases from 0° to
90°. In comparison, the prediction uncertainty is around ±0.2 km. This implies that even if the view angle
were completely unkown, we still could limit the recognition range for the γ = 2.4 km−1 case to the interval
1.4-2.0 km. For γ = 1.2 km−1, the relative importance of the view angle is slightly larger. The model averaged
recognition range increases from around 2.4 km at 0° to 3.2 km at 90°. The PMRTD model uncertainty in this
case is in the range ±0.3 − 0.5 km. As the atmospheric attenuation decreases further and the recognition range
increases correspondingly, both the range prediction itself and the model uncertainty increases notably with
increasing view angle. For γ = 0.6 km−1, the average range increases from 3.1 km at 0° view angle to 5.1 km
at 90° view angle. The model uncertainty correspondingly increases from ±0.3 km to ±0.7 km. Finally, for
very good atmospheric conditions (γ = 0.2 km−1), the model averaged recognition range increases from around
3.6 km at 0° to a maximum of 7.4 km occurring at a view angle of around 80°. In this case, the model uncertainty
is less important, increasing from approximately ±0.1 km to ±0.5 km.

The target aspect ratio does not affect the recognition range when the targets are viewed at 90° since the
target length and height is the same in both case a and b. However, when the targets are view head-on, the
doubled aspect ratio in case b causes the recognition range to drop signficantly when compared with case a, in
particular in good weather conditions. The drop in the model averaged estimated recognition range at 0° view
angle is from around 18% when γ = 1.2 − 2.4 km−1 to around 25% when γ = 0.2 − 0.6 km−1.

4. CONCLUSION

In this paper, I have presented the method Parameterised MRTD (PMRTD) for easily estimating the acquisition
range of thermal sensors which combines the Johnson Criteria, the MRTD function and the concept of apparent
temperature based on Beer’s law. This approach to obtaining range estimates is well known from the literature.6

However, an essential ingredients to the current method is the introduction of a suitable parameterised approxi-
mation to the MRTD function. This makes it possible to obtain an acquisition range estimates which takes into
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account both non-linear system performance and atmospheric attenuation from a simple second order equation.
The simplicity of the solution therefore makes it very well suited for multi-dimensional parameter studies. The
author is not aware of previously published work where this particular approach to sensor range estimation has
been applied.

A limitation to the PMRTD method is to what extent the MRTD function can be sufficiently accurate
represented by the chosen parametric form and how accurately the functional parameters can be specified. In
Fig. 1b, we saw an example where the original MRTD function had low-frequency characteristics which were
not accurately reproduced by the global parametric approximation. A solution in this case would be to split the
frequency domain into several zones, e.g. one zone covering frequencies below roughly 0.2νN , one zone for the
mid frequencies (0.2 < ν/νN < 0.8) and one zone covering all frequencies above 0.8νN . For each zone, a separate
set of PMRTD parameters can be determined, with the additional requirement of continuity at the zone borders.
When estimating the acquisition range in a given scenario, Eq. 8 should be solved for each set of PMRTD
parameters. Since the PMRTD function is still continuous with a positive derivative, one and only one of the
zones will provide a solution which is within the valid frequency range of the zone. In principle, an arbitrary
number of zones might be constructed and thus making the PMRTD function in reality able to approximate any
continuous, monotonically increasing MRTD function.

In its current (and simplest form), the method is also restricted to using the broadband Beer’s law in order
to calculate the apparent temperature difference (ADT).8 This also implies that the target and background is
assumed to be more or less co-located. A generalisation of the method to incorporate a more accurate and
flexible expression of ADT is possible. However, this would come at the expense of increased complexity as
Eq. 8 then will have to be replaced by an iterative solver. This solver will be less suited for quick, analytic
estimations, but will have the potential of handling more complex scenarios involving e.g. surface emissivity
effects and non-negligible target-background separation, as well as allow more accurate ADT models to be used.
Work is in progress to explore some of these possibilities.
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ABSTRACT

This work investigates the impact of various types of motion blur on the recognition rate of triangle orientation
discrimination (TOD) models. Models based on convolutional neural networks (CNNs) have been proposed as an
automated and faster alternative to observer experiments for range performance assessment. They may also give
insights into the impact of system degradations on the performance of automated target recognition algorithms.
However, the effects of many image distortions on the recognition rate of such models are relatively unknown.
The recognition rate of CNN-based TOD models is examined in terms of different forms of motion blur, such
as jitter, linear and sinusoidal motion. For model training and validation, simulated images are used. Triangles
with four directions and different sizes, positions are used as targets, which are superposed on natural images as
background taken from the image database “Open Images V7”. Motion blur of varying strength is applied to
both the triangle and the entire image to simulate movements of the target and imager. Additionally, common
degradation effects of imagers are applied, such as white sensor noise and blur due to diffraction and detector
footprint. The recognition rates of the models are compared for target motion and global motion as well as
for the different motion types. Furthermore, dependencies of the recognition rate on blur strength, triangle size
and noise level are shown. The study shows interrelationships and differences between target motion and global
motion regarding TOD classifications. The inclusion of motion blur in training can also increase model accuracy
in validation. These findings are crucial for range performance assessment of thermal imagers for fast-moving
targets.

Keywords: CNN, triangle orientation discrimination, motion blur, target motion, camera stabilization, imager
assessment

1. INTRODUCTION

Motion blur is an image degradation occurring and used in a wide field of applications. In photography and
film recording, motion blur is applied to increase the perceived motion and let recorded images appear more
realistic.1 In games industry, simulated motion blur is used for temporal anti-aliasing and make fast animations
appear smoother.2 Several tracking methods have been proposed for visual tracking applications under motion
blur.3 Thermal seekers of missiles, e.g. for air defence, are subject to motion blur due to flutter, rotation and
moving targets. Also uncooled microbolometer cameras used in applications such as remote sensing can suffer
significantly from motion blur of moving objects due to the slow decay of electrical signal, with decay times of
tens of milliseconds4.5

For imager performance assessment, a well-established approach is triangle orientation discrimination (TOD).6

The original idea of this method was that human observers discriminate between four orientations of a trian-
gle shown on a display. These presented images are degraded depending on several camera-specific properties
leading to varying blur due to optical diffraction, aberration, detector footprint as well as temporal and fixed
pattern noise. These degradations impair the ability for discrimination making the accuracy a measure for imager
performance. For automated imager assessment, models for TOD classification based on convolutional neural
networks (CNN)7 trained and validated on artificial images have been presented. While these models have been
investigated for some degradations such as Gaussian sensor noise and clutter variance, the impact of target and
global motion blur on model accuracy is yet unexplored.
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In this paper, several TOD models trained on artificial images are validated on images with target and global
motion at varying strengths. Different types of motion such as linear motion, sinusoidal motion, jitter, zooming
and rotation are investigated.

The paper is structured as follows: In Section 2 a framework for simulating target and global motion is
presented. Based on this framework, images with single triangles are superposed with natural backgrounds and
impaired by target and global motion blur. These images are used to train and validate TOD models. Section
3 presents the results of validating several models with different contributions of motion blur in the training for
varying target and global motion. Finally, Section 4 concludes the paper.

2. METHODS

2.1 Model architecture and training

Models for triangle orientation discrimination can be formed by convolutional neural networks. The model
architecture and procedure for model training are adopted from a former work.7 Such models predict the
orientation of single triangles contained in an image with 64x64 pixels, with 4 possible orientations: ”left”,
”right”, ”up”, and ”down”. In the former work several image degradations were taken into account for data
augmentation to increase model robustness such as white Gaussian sensor noise as well as Airy blur and Gaussian
blur representing optical diffraction and aberration. In this paper, target and global motion blur are used in
addition for model training and validation. Target motion basically impairs the sharpness of the image section
covered by the target and leads to blending effects with the background at the target edges due to partial
occlusion of the background. The major part of the background is unaffected by target motion. In contrast,
global motion caused by camera movements blurs the entire image. For a linear motion shift the image blur is
uniform.

2.2 Calculation of target and global motion blur

Target motion blur can be calculated by affine transformation of an image representing a single target T0(x, y).
T0(x, y) are floating-point numbers within the dynamic range of [0, 1]. Then shifted versions of a target Tk(x, y)
with N frames, i.e. k ∈ [0, N − 1], can be calculated by affine transformation as

Tk(x, y) = T0(Atarget,k(r⃗ − r⃗center,target) + r⃗center,target + b⃗target,k), (1)

with a matrix Ai, the pixel coordinates r⃗ =

(
x
y

)
, the rotation and zoom center r⃗center,target and shift vectors

b⃗k. These N frames can be thought of as the projections of the input scene with varying positions of the target
captured and integrated over the integration time tint. If rotation, zooming and shearing are neglected, Ak is
the unit matrix.

With a mask normalized to [0, 1], i.e.

Mk(x, y) =
1

Tk,max − Tk,min
· T ′

k(x, y) + 1− Tk,max

Tk,max − Tk,min
, (2)

Tk,max = max
x,y

T ′
k(x, y), (3)

Tk,min = min
x,y

T ′
k(x, y), (4)

and

T ′
k(x, y) =

 Tk(x, y) positive contrast

1− Tk(x, y) negative contrast

, (5)
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this moving target can be overlayed with a background image B(x, y):

Ik(x, y) = Mk(x, y)Tk(x, y) + (1−Mk(x, y))B(x, y). (6)

If then global motion is applied on the entire image, e.g. due to camera movements, the shifted image for the
frame k can be calculated as

I ′k(x, y) = Ik(Aglobal,k(r⃗ − r⃗center,global) + r⃗global + b⃗global,k) (7)

with matrix Aglobal,k and shift vector b⃗global,k. Finally, the blurred image can be calculated as

Iaverage(x, y) =

∑N−1
k=0 I ′k(x, y)

N
. (8)

The procedure of overlay is depicted in Figure 1.

Frame 

averagingMasking
Background

overlay

…
…

…
…

…
…

Frame (Reference)

Frame 

Frame 

Target motion Global motion

…
…

Figure 1. Target and global motion applied on a single triangle target with background overlay (from Open Images V7).

In order to preserve the mean position of the target, horizontal and vertical shifts for linear and sinusoidal
motion are defined as

sx/y,global/target,linear =
k −N/2

N
· sx/y,linear,max, (9)

sx/y,global/target,sinusoidal = sin

(
2π

k

N

)
· sx/y,sinusoidal,max. (10)

If a physical target has a velocity v⃗target,∥ parallel to the plane of observation, the maximum motion shift in
sensor pixels can be expressed as

s⃗target,max =
v⃗target,∥ · tint
2R · IFOV

=
v⃗target,∥ · tint · fl

2R · px/y
(11)

with integration time tint, target-observer distance R, focal length fl and pixel pitch px/y. The magnitude is
given by ∣∣v⃗target,∥∣∣ = sin θ · vtarget (12)

with the scalar total target velocity vtarget and the angle θ between the direction of motion and the line of sight.

Jitter positions jx,k and jy,k can be realized by random sampling from a normal distribution N (0, jmax).
Then intermediate positions can be calculated by interpolation as

jx/y,global/target,l = (1− r)jx/y,l + rjx/y,l+1, (13)
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with r = k/Njitter − ⌊k/Njitter⌋ and the floor function ⌊◦⌋ rounding to the largest integer smaller than the
argument. The number of points per linear trajectory Njitter allows to limit the bandwidth of the jitter and
enables a smooth transition to linear motion if Njitter approaches the number of frames N . The total shifts
result from summing these three types of motion:

sx/y,global/target,total = sx/y,global/target,linear + sx/y,global/target,sinusoidal + jx/y,global/target. (14)

Approximation blur can result when approaching a target, e.g. when a cruise missile or drone is headed for
a close target. This blur may be modelled by zoom matrices

Ak,zoom =

(
zk 0
0 zk

)
, (15)

with zoom factors zk inversely proportional to the distance between target and imager. If a constant velocity of
the imaging platform v⊥ perpendicular to the plane of observation is assumed, zk can be written as

zk =
R0

Rk
=

R0

R0 − k∆R
=

R0

R0 − k v⊥tint

N−1

=
1

1− k∆z
, (16)

with the ranges Rk = R0 − k ·∆R and z0 = 1. With the definition zn−1 := zmax, the zoom factor step ∆z can
be expressed as

∆z =
∆R

R0
=

v⊥tint
R0(N − 1)

=
zmax − 1

zmax(N − 1)
. (17)

Additionally, missiles may spin around the axis of motion, which can be modelled by

Ak,rotation =

(
cosαk − sinαk

sinαk cosαk

)
, (18)

with

αk =

(
k − N

2

)
· αmax/(N − 1). (19)

In this work we use N = 20.

2.3 Introducing motion blur in the model training and evaluation

Images containing single triangles with random orientations, contrasts and sizes are generated. Then images for
model training and evaluation are created by random sampling sx/y,linear, sx/y,sinusoidal and jx/y,global/target
from a uniform distribution in [−20, 20] pixels and applying target and global motion. Example images with
target and global motion are shown in Figure 2 as well as the corresponding pristine images.

Figure 2. Training examples: Images of single triangles with varying position, contrast, size and orientation with 64× 64
pixels: Pristine (left), with additional target motion blur (center), with additional target motion blur and background
overlay (right). For each image label is shown, i.e. ”left”(0), ”up”(1), ”right”(2), ”down”(3).
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In order to increase model robustness against typical camera effects, further degradations are applied such
as Gaussian sensor noise and blur due to optical diffraction, detector footprint, and Gaussian blur representing
aberration. To investigate the effect on the validation accuracy of whether motion blur is considered in the
training phase or not, different models are trained, where different types of motion are toggled. An overview of
these models is given in Table 1.

Table 1. Different trained models considered in this paper with different types of motion toggled. Each cell represents the
probability of application on single training images.

Model name
Target
linear

Global
linear

Global
sinusoidal

Global
jitter

Global
zooming

Global
rotation

All motion
types enabled

M0 0 0 0 0 0 0 0
Msingle 1/4 1/4 1/4 1/4 0 0 0
Mall 1/5 1/5 1/5 1/5 0 0 1/5
Msingle.RZ 1/6 1/6 1/6 1/6 1/6 1/6 0
Mall,RZ 1/7 1/7 1/7 1/7 1/7 1/7 1/7

The models Msingle,RZ and Mall,RZ use zoom factors zmax randomly sampled from a uniform distribution in
[0.8, 1.2] and a rotation with maximum angle αmax randomly sampled from a uniform distribution in [−15◦, 15◦].

2.4 Model architecture

As in the former work8 a CNN-based architecture is used as shown in Figure 3. A sequence of blocks and fully
connected layers is used to calculated four probabilites for directions ”left”, ”right”, ”up” and ”down” from an
image with 64× 64 pixels.

￭ Conv 3x3 + ReLU ( kernels)

￭ Conv 3x3 + ReLU ( kernels)

￭ Max Pooling 2x2

number of kernels

Block 

Input

…

Direction Probability

Left 0

Right 0

Up 0

Down 1

Fully connected Softmax

Figure 3. Model architecture for Triangle Orientation Discrimination (TOD): A number of blocks downsamples spatial
dimensions and increases number of features Ni. Each block consists of two convolutional layers with 3× 3 kernels with
ReLU and a subsequent 2× 2 max pooling layer. Two fully connected layers with subsequent ReLUs give 4 probabilites
for ”left”, ”right”, ”up” and ”down”.

2.5 Model training

The model is trained and validated in python/tensorflow. The learning method is ADAM9 with a learning rate
of η = 0.0005, Nepoch = 1000 epochs and a batch size of Nbatch = 1024. This gives an amount of Ntraining =
Nepoch ·Nbatch = 1024000 images for training. To counteract overfitting, images for training and validation are
generated on-the-fly.
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3. RESULTS AND DISCUSSION

3.1 Linear motion

To investigate the impact of whether different types of motion blur are included in the training phase or not,
additional models are trained:

� model MT (only linear target motion),

� model MG (only linear global motion),

� model MTG (linear target motion and global motion).

These models were evaluated using images with a centered triangle of circumradius r = 10 pixel as shown in
Figure 4. N = Norientation ·Nbackground images are generated by background overlaying of Nbackground = 1000
random crops of 64x64 pixels from the database Open Images V7.10 Either horizontal linear target motion or
horizontal linear global motion was applied.

target motion global motion

SNRbackground[dB]= 0

SNRbackground[dB]=20

Model M0 SNRbackground[dB]= 0 

Model M0 SNRbackground[dB]= 20 

Model MT, linear SNRbackground[dB]= 0 

Model MT, linear SNRbackground[dB]= 20 

Model MG, linear SNRbackground[dB]= 0 

Model MG, linear SNRbackground[dB]= 20 

Model MTG, linear SNRbackground[dB]= 0 

Model MTG, linear SNRbackground[dB]= 20 
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Figure 4. Model accuracies for the models M0, MT , MG and MTG based on N = Norientation ·Nbackground = 4000 images
(top). Example images for model evaluation: A centered triangle with constant contrast to background SNRbackground =
0 dB. From left to right sx,max,linear takes the values 0, 5, 10, 15, 20, 25, 30, 35 and 40 (middle). Example images for an
almost negligible background level SNRbackground = 20 dB (bottom).
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It can be observed, that for weak backgrounds, i.e. SNRbackground = 20 dB, the model accurarcies are close
to 100% with significant drops only from target and global motion shifts sx,target/global,linear ≥ 35 pixel. For the
human observer and the corresponding example images it seems much harder to clearly determine the triangle
orientation. For images with strong backgrounds, i.e. SNRbackground = 0 dB, there are smooth decays of the
accuracy with increasing motion shifts sx,target/global,linear. While the motion-agnostic model M0 is slightly
better for low motion shifts smax,target/global,linear ≤ 5 pixel, the model MTG including both motion types in
the training is better for high motion shifts smax,target/global,linear > 15 pixel. For comparable motion shifts,
model accuracies are higher for global motion than for target motion. This fact could be understood by the
observation, that target motion mostly affects the sharpness of the target, while global motion also blurs the
background and hence decreases the fluctuations of gray levels within the background. Therefore, the effective
signal-to-background ratio SNRbackground is increased.

Analogously, evaluations are performed for trained models with varying maximal motion shifts sx/y,linear,max ∈
[2, 5, 10, 20] conforming the trend of increasing model accuracies on the validation set for large motion shifts
sx/y,linear when increasing the maximal motion shifts in the training, but also with decreasing model accuracies
on the validation set for small motion shifts sx/y,linear/sinusoidal/jitter ≤ 5 pixel.

3.2 Dependency of model accuracy on triangle size

In addition to a horizontal shift sx,target and sx,global for target and global motion, also the triangle circumradius
r[pixel] is varied for a centered triangle and random crops of Open Images V7 validation images are used as
backgrounds. Then the model M0 is applied on N = Norientation ·Nbackground images for different combinations
of ss,target/global and r. Strong backgrounds with SNRbackground = 0 dB are used, as target motion and global
motion are close to identical with weak or no backgrounds. The corresponding model accuracies are shown in
Figure 5.
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Figure 5. Model accuracy based on N = Norientation ·Nbackground = 4000 images with different triangle circumradii r[pixel]
for target motion (left) and global motion (right).

It can be observed that the accuracies are smoothly dropping for increasing horizontal shifts sx,target/global
as well as for decreasing triangle sizes. For sufficiently large triangles, i.e. r ≥ 4 pixel, accuracies are slightly
higher for global motion compared to target motion.

3.3 Dependency of model accuracy on noise level

In an analogous way, horizontal shifts sx,target and sx,global for target and global motion were varied for different
sensor noise levels SNRnoise and fixed triangle circumradius r = 10 pixel. Each combination is validated on
N = Norientation · Nbackground = 4000 images based on Norientation = 4 orientations and Nbackground = 1000
backgrounds. The resulting model accuracies for the model M0 are shown in Figure 6.

Proc. of SPIE Vol. 12737  127370L-7Proc. of SPIE Vol. 12737  1273701-154



0 5 10 15 20 25 30 35 40
sx, target, linear[pixel]

0

20

40

60

80

100

A
cc

u
ra

cy
[%

]

SNRnoise[dB]=0 
SNRnoise[dB]=2 
SNRnoise[dB]=5 
SNRnoise[dB]=10 
SNRnoise[dB]=20 

0 5 10 15 20 25 30 35 40
sx , global, linear[pixel]

0

20

40

60

80

100

A
cc
u
ra
cy
[%
]

Figure 6. Model accuracy based onN = Norientation ·Nbackground = 4000 images with different SNRnoise[dB] for horizontal
target motion (left) and global motion (right).

Again the accuracies are smoothly decaying for increasing horizontal shifts sx,target/global and decreasing
signal-to-noise ratio SNRnoise. For SNRnoise ≥ 5 dB, accuracies are slightly higher for global motion compared
to target motion.

3.4 Joint target and global motion

When the target and the observing camera move simulaneously on the same axis, the directions of these move-
ments are crucial for image blur:

� If the target and global motion shifts are in the same direction, i.e. target and global motion are in opposite
directions, the target motion blur and global motion blur are accumulated.

� It the target and global motion shifts are in opposite directions, i.e. target and global motion are in the
same direction, the blur effect on the target is reduced by the global motion. The optimal image sharpness
of the target is achieved when target motion shift and global motion shift have same absolute values.

In Figure 7 model accuracies of the models M0, Msingle and Mall are shown for joint target and global motion.
Target and global motion is again applied on N = Norientation ·Nbackground = 4000 images with Nbackground =
1000 different random crops from the validation set of Open Images V7.10 Linear, sinusoidal and jitter global
motion is considered as cameras may be subject to swivel movements and vibrations, while for the target only
linear motion is taken into account.
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Figure 7. Model accuracies for models M0, Msingle and Mall on N = Norientation ·Nbackground = 4000 validation images.
Horizontal linear, sinusoidal and jitter global motion (sx,global ∈ [0, 5, 10, 15, 20, 25, 30, 35, 40])

as well as horizontal target motion at 3 different levels sx,target ∈ [−20, 0, 20] is applied to these images. Collage
images show examples for sx,target,linear = −20 pixel and the different levels of global motion.

For strong motion shifts, border expansion used in the affine transformations for the calculation of target and
global motion can lead to visible artifacts which might degrade the model performance. These border effects
can be alleviated by applying the procedure of background extraction with target and global motion on images
larger than 64 × 64 pixels and subsequently forming center crops of 64 × 64 pixels. Hence, this procedure was
applied on images of 128 × 128 pixels. However, no significant changes in model accuracy could be observed
compared to the case of no image enlargement.
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As was to be expected, for linear global motion, there is a local maximum when target motion and global
motion compensate each other, i.e. sx,global,linear = −sx,target,linear = 20 pixel. This maximum of accuracy
close to 100% even exceeds the accuracy for a still target of same size without global motion, since the ac-
curacy is about 75% for sx,target,linear = 0 and sx,global,linear = 0 in Figure 7. Remarkable is also the fact,
that for sx,target,linear = −20 pixel, the model accuracies are higher for sx,global,linear − sx,target,linear > 0
than for sx,global,linear − sx,target,linear < 0. While the target sharpness is similar for same |sx,global,linear −
sx,target,linear, global motion increasingly blurs the background. Therefore, the effective signal-to-background
ratio SNRbackground is also increased resulting in higher model accuracies. For the other target motion shifts
sx,target,linear = 0 and sx,target,linear = 20 pixel, the accuracies smoothly drop for increasing global motion
shift sx,global,linear. While the base model M0 is better for low target motion shifts sx,target,linear ≤ 5 pixel,
the models Msingle and Mall including motion in the data augmentation for training are better for large
target motion shifts sx,target,linear ≥ 20 pixel. For sinusoidal global motion there is a trend of dropping
accuracies for increasing global motion shift sx,global,sinusoidal as well as for jitter global motion. For sinu-
soidal motion and jitter, the models Msingle and Mall also tend to be better than M0 for motion shifts
sx,global,sinusoidal/jitter ≥ 10 pixel. Curiously, the model accuracies increase for target motion sx,target,linear = 20
and low target motions sx,target,sinusoidal = 5 pixel. This could be due to the fact, that the bimodal distribution
caused by the sinusoidal motion and jitter provides multiple sharper images of triangles in the same direction
compared to the blurred single triangle for the case of no global motion.

Also simulations with diagonal and vertical linear target motion combined with horizontal global motion and
the three motion types (linear, sinusoidal and jitter) were applied. While the local maximum for sr,target,linear =
−sx,global,linear became smaller for the diagonal global motion, there are similar accuracies for both directions
of target motion, i.e. sx,target,linear = ±20 pixel, and vertical global motion.

3.5 Zooming and rotation

A realistic scenario where zooming and rotation of the imager’s field of view may occur is a spinning missile
heading for a linearly moving target. Therefore, global motion with different maximal zoom factors zmax and
rotation angles αmax were applied, while linear horizontal target motion was applied with sx,target ∈ [−20, 0, 20].
The center of the image is both the triangle center and center for zoom and rotation. The model accuracies of
the models M0, Msingle,RZ and Mall,RZ are shown in Figure 8.
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Figure 8. Model accuracy for models M0, Msingle,RZ and Mall,RZ based on N = Norientation ·Nbackground = 4000 images
with a centered triangle of circumradius r = 10 pixel and Nbackgorund = 1000 random crops used as backgrounds. Different
global rotation and global zooming around triangle center at different rotation angles αmax and zoom factors zmax are
applied, as well as horizontal linear target motion at levels sx,target,linear[pixel] ∈ [−20, 0, 20].

For global rotation, model accuracies for all models are quite stable up to αmax ≤ 90◦. For the still target,
i.e. sx,target,linear = 0, the accuracies decay for angles αmax > 90◦ even below the guess rate of 25%, while they
slightly increase for a moving target, i.e. sx,target,linear = 20 pixel. Obviously, global rotation leads to a blur of
the triangle corners, while the triangle’s inner circle is conserved. When inspecting the corresponding example
images in Figure 8 triangle orientation discrimination seems difficult for the human observer for even the lowest
rotations αmax = 15◦ in contrast to the models. The models Msingle,RZ and Mall,RZ including global rotation
do not reveal a benefit over the motion-agnostic model M0.

Also, slight variations can be found for varying zoom factor zmax. For very low zoom factors zmax = 0.4
the models Msingle,RZ and Mall,RZ are significantly better than M0, while M0 is better for large zoom factors
zmax. Again, when inspecting the example images, for the moving target the models seem to reveal super-human
performance. It is also remarkable, that the model accuracies are relatively similar over ranges of αmax and zmax

above the ranges αmax ∈ [−15◦, 15◦] and zmax ∈ [0.8, 1.2] used in the training data. This fact proves a good
generalization ability of the model for these motion types.

Proc. of SPIE Vol. 12737  127370L-11Proc. of SPIE Vol. 12737  1273701-158



4. CONCLUSION

In this paper the impact of motion blur on TOD classifier model performance was investigated. These models
were trained and validated on artificial images of single triangles overlayed by natural images as backgrounds.
Smoothly dropping model accuracies were found for increasing target and global motion shifts, decreasing triangle
sizes and signal-to-noise ratios SNRnoise. Comparisons of models trained with motion blur (Msingle and Mall)
and without motion blur (M0) showed, that Msingle and Mall are slightly worse than M0 if the motion shifts
are low (sx,target/global ≤ 15), while they are better than M0 for strong motion shifts (sx,target/global ≥ 15) due
to more or less relevant training data in the respective domain. Therefore, the benefit of including motion blur
in the model training depends on expectable motion shifts in real case scenarios.

Furthermore, global motion can increase effective signal-to-background ratio SNRbackground,eff leading to
higher model accuracies. Hence, initial acquisition of a moving target and compensation of target and global
motion can have great impact on the performance of tracking applications. The model evaluations for joint
target and global motion show that image blur on target and background can have opposing effects on target
recognition. This fact can render a vast amount of image quality metrics (IQM) unsuitable for task-specific
performance assessment, as many of them are not specificly sensitive to predefined targets.

The framework of target and global motion and the procedure for model training and validation presented
here can be easily extended to real targets. Therefore, it could be a useful building block for the assessment of
unmanned aerial vehicle (UAV) applications as well as for the evaluation of their countermeasures.
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ABSTRACT 

 

Targeting systems are subject to multiple sources of error when operating in complex environments. To reduce the effect 

of these errors, modern targeting systems generally include both imaging and RF sensors. Data processing then provides 

target detection and classification information, and the detection streams are combined using a data fusion scheme to 

produce an optimal target location estimate with an associated latency. In this paper, the performance of a multi-sensor 

system in a maritime application is investigated using a mathematical simulator that has been developed to provide the 

system performance error analysis for different engagement scenarios and test conditions. This simulator is described 

together with the sources of targeting error such as image motion blur and radar glint. Additionally, the impact of flare and 

chaff countermeasures on the targeting performance is reviewed in terms of different types of target recognition and 

tracking algorithms. 

 

Keywords: Multisensor Systems, Error Analysis, Image Blur, Radar Glint, Model Validation, Countermeasure Model, 

ATR Processing, Targeting Systems. 

 

1. INTRODUCTION 

 
The combination of sensors with different modalities such as infrared and radar, is an effective means of optimising the 

range and angular resolution performance of a targeting system. In this paper, we consider several critical issues and 

challenges in the modelling and simulation of such a multisensor system for a maritime scenario.  

 

For this maritime application, the modelled sensor suite consists of an active RF sensor (2cm wavelength) and two cameras 

which operate in the thermal and visible spectral bands. The detection outputs are then combined through a data fusion 

process to give an estimated target position which is then used to control the dynamics of the platform on which the sensors 

are mounted. For the imaging camera sub-system, it is assumed that these are used in a strapdown configuration [1-3] and 

gimbal related errors can be ignored. It is also assumed that the two camera image streams are fully aligned and spatially 

registered, and that their outputs are time synchronised. It is further assumed that the target can manoeuvre and is equipped 

with passive countermeasures (chaff and flares).  

 

With the above assumptions, the performance errors and the sensitivity to sensor design, image blur effects [4], radar glint 

[5,6], countermeasures [7,8], and the operational environment can be readily investigated within an end-to-end engagement 

simulation. Such a simulator must have a fast runtime, particularly if the multiple engagements are performed within a 

Monte-Carlo Simulation (MCS) framework. Consequently, those functions relating to the sensor assembly must be based 

on mathematical representations of the processing performance and behaviour such as transfer functions or Look-Up 

Tables (LUTs) [9,10]. The processing time requirement creates a number of challenges, and the following issues are 

addressed in this paper:  

• Developing an efficient functional design for the simulator; 

• Incorporation of sensor platform and target manoeuvres; 

• The representation of imaging and RF sensor performance as LUTs and transfer functions; 

• Determination of the errors associated with radar glint from a complex target; 

• The effect of image motion blur on the ATR and guidance performance; 

• System latency effects on the targeting performance; 

• Incorporation of countermeasure representations and the assessment of their effectiveness; 

• The effect of environmental conditions. 
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In Section 2, we discuss the modelling approach taken and describe the functional design used. The simulator design uses 

two different types of models. The first is a time-based mathematical model that simulates each engagement using LUT or 

transfer functions of the sensors. This is referred to as the Error Model. The second type processes images or data to 

determine the performance and behaviour of the sensors for a range of input conditions. These models can use image or 

data processing methods and are referred to here as Procedural Models. The Procedural Models generate the required 

sensor performance information which is captured in an Error Results File (ERF). The Error Model then reads the ERF 

and interpolates the sensor data for the required conditions. In Section 2, we also review the characteristics of the sensor 

platform motion (guidance) and the target and describe how these are integrated into a time-based engagement simulation. 

 

The imaging sensor Procedural Model is discussed in Section 3 together with the generation of the associated performance 

LUT and its interpolation. To illustrate the model an example is presented where the variation of an ATR algorithm is 

determined against a specific target as a function of range, image blur, and noise. Experiments have shown that further 

simplifications can be made without introducing any significant errors and these simplifications are discussed. The RF 

sensor Procedural Model is then reviewed in Section 4 and the approach to radar glint modelling is discussed. A method 

for the mathematical representation of glint is proposed as a new and effective means of incorporating glint in an 

engagement simulation. In Section 5, the approach taken for modelling passive countermeasures is presented together with 

the methodologies used for assessing the impact of flares and chaff on the system performance. 

 

Combining sensor, target, platform, countermeasure, and environmental functions provides a comprehensive performance 

analysis tool for design and sensitivity analysis. However, care needs to be exercised when assessing the simulator results: 

do they accurately represent the required engagement or are they a consequence of model errors or limitations. 

Unfortunately, increasing the complexity of a model increases the risk of: 

• Implementation errors (coding and parameters); 

• Operation beyond the assumptions or limitations associated with modelled functions; 

• Coupling between two or more functions creates conflicts or compounded errors. 

 

Given the research and development nature of many simulators, there is generally no measurement data available to 

confirm the accuracy of the model and provide validation accreditation. In Section 6, a number of methods are described 

which were used to verify and validate the simulators behaviour. These techniques include using methods such as 

sensitivity analysis and cross-correlation. Additionally, some errors only become evident under certain conditions and 

parameter combinations, and it is shown that these can be revealed using MCS methods.  

 

2. FUNCTIONAL ARCHITECTURE 

 
2.1. Design Approach 

 

Engagement models are typically implemented as a time-based simulation with sensors being represented as simple 

transfer functions. However, to fully evaluate the performance of modern sensors, greater detail is required, particularly 

with regards to the sensor data processing.  

 

For imaging sensors, the most obvious approach is to use image-based processing to determine the required performance 

measures. This would require either real or synthetically generated imagery that reflect the viewing conditions with the 

engagement model. In addition to the obvious complexity, such an approach would be extremely time-consuming for MCS 

implementations. The approach taken here uses algorithmic processing on a small sample of images, where the imagery 

covers the conditions expected in the simulation (such as range, blur, and noise). This data is then saved in a LUT where 

it is subsequently interpolated for the conditions in the engagement model [9,10]. 

 

Radar glint can be determined using principles of physical optics (PO) and the physical theory of diffraction (PTD) in 

conjunction with ray tracing techniques [11]. However, such simulations are time consuming and require the availability 

of expensive software tools. An alternative, and widely used approach, is to represent the target as a number of point 

scatterers and then calculate the scattered return at the sensor’s location [12,13]. Again, this can result in a complex and 

computationally time-consuming process not suited for use within an engagement model or large numbers of engagement 

simulations. An alternative approach is used here whereby a target simulation is used to generate a statistical distribution 

for the target glint, to which a function is then fitted.  
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As noted earlier, the simulator is separated into two components: the Error Model and the Procedural Models (Figure 1). 

The Error Model is a time-based representation of the engagement where the behaviour and performance of the sensors 

are represented as transfer functions. This ensures that the engagement simulation run-time is sufficiently fast to support 

large MCS. Two Procedural Models are used. The first is for the imaging sensors where image processing is applied to a 

small sample of images which are manipulated to produce an error map as a function of range and degradations. The 

second is for the RF sensor where a scattering model is used to determine the glint characteristics for a given target. The 

data generated by the Procedural Models is pre-calculated and saved in an Engagement Run File (ERF) in the form of 

Look-Up Tables (LUTs) or equation parameters. The Error Model subsequently interpolates the LUTs to get specific 

sensor errors for the conditions in the engagement loop. 

 

 
Figure 1: Functional architecture of the sensor system to be evaluated. 

 

The overall processing time is greatly reduced using this functional design. For example, when operated on a standard 

desktop PC, an engagement comprising 2000 steps which is repeated 1000 times in a MCS, requires approximately 435 

seconds of run time.  

 

2.2. Engagement Framework 

 

The engagement framework of the Error Model uses a conventional reference frame approach with the 𝑥, 𝑦 axes being in 

the plain of the sea surface and the 𝑧 being positive in the upward direction from the surface. Local frames are used for the 

sensor platform and the target, and these are connected to the reference frame using translation and rotation vectors. Given 

the fixed and coincident viewing conditions of the sensors, they are assumed to be aligned with the body-axis of the 

platform and no further frames of reference (such as for gimballed systems) are required. The target is assumed to remain 

in the 𝑥, 𝑦 plane. 

 

2.3. Target Model Representation 

 

Maritime targets are slow moving when compared to the sensor platform. As such, ships are generally represented as an 

object moving along a linear path at constant speed although some authors have modelled a circular trajectory path [14]. 

It is well known that naval ships use countermeasures in conjunction with a manoeuvre. In recognition of this, the target 

model used within the simulator combines an initial linear path followed by a rotational path to form an evasive trajectory. 

The manoeuvre can be either a turn to port or starboard and the time at which the turn is executed can be varied. 

Additionally, the rate of turn, can be set or varied as required. Given the relatively short engagement times for maritime 

engagements, the linear speed of the ship can be assumed constant. 

 

The basic geometry of the target trajectory model is shown in Figure 2 and the position vector of the target (𝑇) in the 

reference frame at a given time 𝑡 is: 
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𝑻(𝑡) = [

𝑆0 cos 𝛼0 + 𝑣𝑇 𝑡 cos 𝛽 + 𝑟 cos 𝛽 sin 𝜑(𝑡 − 𝑡𝐴) + 𝑟𝐿 sin 𝛽{1 − cos 𝜑 (𝑡 − 𝑡𝐴)}

𝑆0 sin 𝛼0 + 𝑣𝑇 𝑡 sin 𝛽 + 𝑟 sin 𝛽 sin 𝜑(𝑡 − 𝑡𝐴) − 𝑟𝐿 cos 𝛽{1 − cos 𝜑 (𝑡 − 𝑡𝐴)}

0

] (1) 

 

where 𝑆0 is the initial surface range from the reference frame origin, 𝛼0 is the azimuth angle (relative to the x-axis), and 

𝑡𝐴 denotes the time at which the turn manoeuvre begins. Note that if  𝑡 < 𝑡𝐴 then we set 𝑡 − 𝑡𝐴 = 0. The rotation angle 

𝜑(𝑡) is given by 𝜑(𝑡) =  𝑣𝑇(𝑡 − 𝑡𝐴) 𝑟⁄ . 𝐿 is a sign function with a value of +1 for a starboard turn and -1 for a turn to port. 

The direction (unit) vector of the target is given by: 

 

 �̂�𝑻(𝒕) =  [cos{𝛽 − 𝐿𝜑(𝑡 − 𝑡𝐴)}, sin{𝛽 − 𝐿𝜑(𝑡 − 𝑡𝐴)}, 0] (2) 

 

 

 

 
 

(a) Linear trajectory component (b) Rotational trajectory component 

 
Figure 2: Two component target trajectory where 𝐴 denotes the start of the target manoeuvre and 𝐵 is the target’s position during the 

turn. The angle 𝛽 defines the target’s initial course and the radius of the turn, 𝑟, is calculated from the target’s speed, 𝑣𝑇 and angular 

rate �̇�. 

 

2.4. Sensor Platform Model 

 

The sensor platform model uses a proportional navigation (PN) guidance method [15-17]. There are two general types of 

PN: pure and true and these are illustrated in Figure 3 [18]. The difference between them is the direction of the acceleration. 

For pure PN, the acceleration is normal to the velocity vector and therefore only its angle of travel changes. For true PN, 

there is a component of acceleration in the direction of travel. The platform speed in the direction of travel will therefore 

change under true PN, which implies motor thrust or breaking is required. For simplicity, we assume that the sensor 

platform is constant and therefore will adopt pure PN for guidance purposes. 

 

 
Figure 3: Pure and True Proportional Navigation 

 
Using pure PN for platform guidance, we have the lateral acceleration as [19,20]: 
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 𝑎𝑝 = 𝑁𝑣𝑝�̇�  

 

where �̇� is the rate of change of the line-of-sight angle between the platform and the target. 

 

Assuming that the platform is roll-stabilised, we can treat the pitch and yaw angles which define the sensors’ lines-of-sight 

as being independent of each other. Denoting the pitch angle as 𝜃 and the yaw angle as 𝜓, we can write the lateral 

accelerations as [19,20]: 

 
 𝑎𝜃 = 𝑁𝑣𝑝�̇� 

𝑎𝜓 = 𝑁𝑣𝑝�̇� 
(3) 

 
where 𝑁 denotes the navigation constant and 𝑣𝑝 is the speed of the platform. 

 

Note that the gravitational force in the pitch direction has been ignored in Equation 3 as it does not impact the error analysis 

[19,20]. The angular rates can be determined from the time-based simulation using: 

 
 

�̇�𝐸(𝑡) =
𝜃𝐸(𝑡) − 𝜃𝐸(𝑡 − Δ𝑡)

Δ𝑡
 

�̇�𝐸(𝑡) =
𝜓𝐸(𝑡) − 𝜓𝐸(𝑡 − Δ𝑡)

𝛥𝑡
 

(4) 

 
where 𝛥𝑡 denotes the time interval between measurements and the subscript 𝐸 denotes the estimated value of an angle. 

The sensor measurement errors are incorporated in these estimated values. 

 

We use these estimated angular rates to determine the commanded angles for the guidance system. Assuming small angles 

and time steps, we have: 

 
 𝛿𝜃(𝑡) = −𝑁Δ𝑡 ∙ �̇�𝐸(𝑡) 

 

𝛿𝜓(𝑡) = 𝑁Δ𝑡 ∙ �̇�𝐸(𝑡) 
(5) 

 
and the direction vector of the platform (and sensors’ line of sight) is given by: 

 
 

�̂�𝑷(𝑡) = [

cos{𝜃𝐸(𝑡 − Δ𝑡) + 𝛿𝜃(𝑡)} cos{𝜓𝐸(𝑡 − Δ𝑡) + 𝛿𝜓(𝑡)}

cos {𝜃𝐸(𝑡 − Δ𝑡) + 𝛿𝜃(𝑡)} sin{𝜓𝐸(𝑡 − Δ𝑡) + 𝛿𝜓(𝑡)}

sin{𝜃𝐸(𝑡 − Δ𝑡) + 𝛿𝜃(𝑡)}
] (6) 

 
The platform’s position vector in the reference frame at time 𝑡 is given by: 

 
 𝑷(𝑡) = 𝑷(𝑡 − Δ𝑡) + 𝑣𝑃∆𝑡 ∙ �̂�𝑷(𝑡 − Δ𝑡) (7) 

 
where 𝑣𝑃 is the speed of the sensor platform. 

 

The Projected Miss-Distance (PMD) was found to be a useful performance measure. It provides a prediction of the 

separation of the target and the platform at the end of the engagement by projecting the current target and platform 

directional unit vectors for the remaining time of the engagement. It is given by: 

 

 𝑃𝑀𝐷(𝑡) = ‖{𝑻(𝑡) − 𝑷(𝑡)} + 𝑡𝐹(𝑡) ∙ {𝑣𝑇 ∙ �̂�𝑻(𝑡) − 𝑣𝑃 ∙ �̂�𝑷(𝑡)}‖ (8) 

 

where 𝑡𝐹 is the remaining time of fight at time 𝑡 and is given by: 
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𝑡𝐹(𝑡) =

𝑷𝒛(𝑡)

𝑣𝑃�̂�𝑷,𝒛(𝑡)
 (9) 

 

and the 𝑧 components of the position and direction vectors are denoted by the subscript. An example engagement and PMD 

plot are shown in Figure 4. 

 

 
 

(a) Sensor platform and target trajectories (b) PMD as a function of engagement time. 

 
Figure 4: Example engagement trajectory plot and PMD. The platform initially coasts before the guidance command is invoked. In this 

case, the initial guidance was provided by the RF sensor which produced a larger angular error. 

 

3. IMAGING SENSOR ERRORS 
 

3.1. Methodology 

 

The imaging sensor Procedural Model applies different ATR processing schemes to imagery in order to determine 

positional errors due to blur, noise, structured backgrounds, and atmospheric losses. A small number of single image frames 

of the target are used where imagery matches the geometry for the engagement. The images are of the target only and any 

background is removed. From this small sample, a subset of images is generated through a range scaling function (Figure 

5). The ranges used cover that needed for the engagement.  

 

 
 

Figure 5: Scaled target image with no background 

 

A statistically derived background is then added to the target image using a suitable power spectral density function scaled 

for range [21]. At each range step, different types of image blur are applied to the images where the blur has varying 

amplitudes. Consequently, each image provides an array of 𝑀 ranges by 𝑁 blur levels.  

 

The applied blur consists of two functions. The first is a Gaussian blur with a fixed variance which represents the image 

degradations of the imaging system as well as any high frequency random motion blur (jitter) associated with the platform 

motion. This is a reasonable assumption since a series of compounded and monotonically decreasing MTF curves tend 

towards a Gaussian distribution and, consequently, the Point Spread Function (PSF) also tends to a Gaussian profile. The 
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second type of blur is that associated with linear motion which occurs when the platform orientation changes rapidly in 

pitch or yaw. Linear motion blur is a result of the image moving across the image-plane during the detector integration 

time.  Such motion is characteristic of sensors mounted on an agile platform and it has a variable amplitude which depends 

on the time-dependent lateral accelerations. 

 

Once the image blur has been added, noise is introduced. Two types of noise are used: random Gaussian and Salt and 

Pepper [22]. The results of combining the scaled target with the statistical background, followed by blurring and noise are 

illustrated in Figure 6 where the base image shown in Figure 5 was used. 

 

 
 

Figure 6: Examples of the longer-range target image from Figure 5 after combination with different background structures, and after the 

application of image blur and noise. The sequence corresponds to a progressive degradation in image quality (left to right) which will 

increase the errors associated with ATR processing and aimpoint selection. 

 

3.2. Imaging Sensor LUT and Interpolation 

 

Starting with the matrix of images at different ranges and with different blur settings, ATR processing is applied to the 

imagery to determine the target aimpoint. For those ATR algorithms that employ time-based processing, the matrix of 

single images can be replaced with a matrix of short image sequences.  

 

The aimpoint error is calculated with reference to the position estimates obtained from target-only (non-degraded) images. 

In Figure 7a, the aimpoint error is plotted as a function of range and image blur and this forms the imaging sensor LUT. 

We also show the Signal to Noise Ratio (SNR) in Figure 7b. Note that the measurement of the SNR includes the effects of 

the clutter structure. 

 

  
(a) Sample of an aimpoint error surface (b) Measured SNR compared to predicted values 

 
Figure 7: Performance data from the imaging sensors procedural model 

 

It was found in all engagement cases, that the SNR was greater than 10, and greater than 100 in more than 95% of the 

cases. This was a consequence the high thermal contrast of the target and the relatively short engagement ranges. The 

imaging sensor performance was therefore primarily limited by blur effects. 

 

3.3. Simplifications to the LUT 

 

The original concept for the imaging sensor LUT was based on the generation of a 𝑀 × 𝑁 matrix of aimpoint errors that 

would be subsequently interpolated using the range and blur values at each engagement step.  However, it was found that 
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for the implemented ATR algorithms that exploited shape information, the aimpoint error could be represented as a 

function of the linear blur at each range. This can be seen from the surface profile shown in Figure 7a. Consequently, the 

LUT could be readily replaced by a table of offset values and gradients (Figure 8).  

 
 

 

 

(a) Example of two linear data fits at two ranges (b) Sample set of linear slope functions (units are pixels) 

 

Figure 8: Representation of the LUT surface using a series of linear slope function. 

 

Therefore, the LUT size would be reduced from an 𝑀 × 𝑁 matrix to a 2𝑀matrix. However, and more importantly, the 

interpolation process is simplified and requires fewer calculations than would be needed for a four-point interpolation of 

the original 𝑀 × 𝑁 matrix of aimpoint errors. 

 

The data table in Figure 8b was found to be typical for linear motion blur and ATR algorithms that exploit shape 

information and contrast. It can be seen that the gradients were fairly constant with range, for the case shown in Figure 8b, 

the mean gradient is 0.31 ± 0.02. Therefore, as a further simplification, the table of slope functions can be replaced with 

a single gradient value with minimal error. Additionally, the small bias on the offset can be ignored and set to zero so that 

the ATR aimpoint errors is given by the simple relationship: 
 

 𝐸(𝜇𝑚, 𝐵) = 𝜇𝑚 ∙ 𝐵 (10) 
 

where 𝜇𝑚 is the mean gradient determined from the imaging sensor Procedural Model and 𝐵 is the blur value set by the 

engagement model at each step. Equation 10 offers a fast and effective means of incorporating imaging sensor aimpoint 

errors in an engagement model with minimal error. 

 

4. RADAR GLINT 
 

4.1. Glint and Targeting Issues 

 

A major limitation for maritime detection and tracking systems, particularly at short ranges, is that of target glint. The basis 

of this is the coherent interference of the returned radar radiation from a complex scattering target [5]. The target can be 

viewed as a complex set of scattering surfaces and points which reflect the incident radar signature, and these reflected 

waves combine coherently, resulting in wavefront variations and orientations. The orientation of the wavefront at the radar 

is used to determine the location of the target, therefore any variations in this wavefront will result in a target location error 

[12,13]. The resultant radar glint angle error increases as the radar range decreases and is therefore critical to the targeting 

performance in the terminal phase of an engagement. 

 

Maritime targets are large and complex objects, and they are generally modelled using either statistical or deterministic 

means [13]. The approach taken here is that of the more widely used method whereby the target is considered as a small 

number of scattering points [12]. These give a representative indication of glint errors and variations through an 

engagement although the detailed structure and variation is not necessarily accurate for a given target type.  

Range (km) Offset Gradient Error Difference

0.5 -0.185 0.316 0.943 0.317

1.0 -0.105 0.333 0.966 0.248

1.5 -0.077 0.293 0.948 0.297

2.0 -0.206 0.337 0.937 0.328

2.5 -0.083 0.304 0.961 0.250

3.0 -0.206 0.337 0.937 0.328

3.5 -0.092 0.322 0.963 0.249

4.0 -0.152 0.308 0.945 0.336

4.5 -0.126 0.292 0.933 0.336

5.0 -0.146 0.289 0.938 0.320

LUT Data
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4.2. Glint Model 

 

The approach taken is to assume that the target comprises a set of scattering centres, 𝑠, each with a reflectivity component 

and a phase retardation that is applied to the reflected RF wave. For the case of 𝑁 scattering points, we have the returned 

wave at the radar receiver as: 

 

 
𝐸𝑇 ∙ 𝑒−𝑗Φ𝑇 = ∑ 𝜎𝑘 ∙ 𝑒𝑗𝜑𝑘

𝑁

𝑘=1

 (11) 

 

where 𝜎𝑘 is the scattering or reflectivity coefficient of the 𝑘th scatterer and 𝜑𝑘 is the associated phase of the received wave 

from the scatterer. Note that 𝜑𝑘 includes the intrinsic phase retardation from the scatterer as well as the phase associated 

with the wave propagation. 𝐸𝑇 is the combined amplitude of the coherent return waves and Φ𝑇 is the associated phase. 

When the composite wavefront is generated through multiple scatterers, it can become tilted relative to the normal line of 

sight as illustrated in Figure 9.  

 

 
 

Figure 9: Target glint effects for a simple two scatterer target. 

 

An RF receiver derives the target’s direction from the wavefront phase [23] and any asymmetry will give rise to an angular 

error such that the target’s apparent centre becomes offset from the true target centre. This is referred to as radar glint. 
 

To evaluate the wavefront at the radar, we use polar coordinates to determine the gradient of the wavefront which, referring 

to Figure 9, is given by: 

 

 
∇Φ𝑇(𝑟, 𝛽) =

𝜕Φ𝑇

𝜕𝑟
�̂�𝑟 +

1

𝑟

𝜕Φ𝑇

𝜕𝛽
�̂�𝛽 (12) 

 

where 𝑟 is the range to target and 𝛽 is the angle of the target to the sensor system’s line of sight. Equation 12 can be solved 

to give the glint angle 휀 and the glint displacement term ∆𝑊 (refer to Figure 9). For the case of a simple two scatterer 

model, we have [13]: 

 

Proc. of SPIE Vol. 12737  127370M-9Proc. of SPIE Vol. 12737  1273701-168



 

 
휀 =

𝐿 cos 𝛽

2𝑟
∙

(𝜎1
2 − 𝜎2

2)

𝜎1
2 + 𝜎2

2 + 2𝜎1𝜎2 cos (2∆Φ +
4𝜋

𝜆
𝐿 sin 𝛽)

 (13) 

 

 

 
∆𝑊 =

𝐿 cos 𝛽

2
∙

𝜎1
2 − 𝜎2

2

𝜎1
2 + 𝜎2

2 + 2𝜎1𝜎2 cos (2∆Φ +
4𝜋

𝜆
𝐿 sin 𝛽)

 (14) 

 

Most reported models of radar glint are based on the calculation of the glint angle 휀. However, the disadvantage of this is 

the inverse range dependency (as indicated in Equation 13). In contrast, the glint displacement term ∆𝑊 does not have the 

same range dependency. Using ∆𝑊 has the potential for simplifying the implementation of glint calculations and was 

therefore preferred for the RF Procedural Model. In Figure 10, the glint angle and displacement terms are shown as a 

function of range and target orientation where the target has been represented as ten scattering centres with independent 

reflectivity and intrinsic phase. 

 

  
(a) Glint angle 휀 (b) Glint displacement ∆𝑊 

 
Figure 10: Glint angle and glint displacement as a function of range and target orientation for a 10-point scattering target model. These 

surfaces could be used as a LUT for the RF glint Procedural Model. 

 

The glint angle data could be calculated and captured in a LUT. However, this would again require the interpolation of a 

data matrix where the adjacent matrix elements have a nominally random variation. An alternative approach was therefore 

used which is described below. 
 

A number of points can be noted from these distributions shown in Figure 10. Firstly, the glint model produces a 

randomized distribution of glint errors for relatively small variations in the range and target orientation. This effect has 

been observed through measurement [24]. Secondly, the variation of glint angle with range can be seen in Figure 10a but 

a range dependency is not evident in the glint displacement of Figure 10b. These relationships appear to hold for simple 

target model (Equations 13 and 14) as well as the more complex target model used to generate the data in Figure 10. This 

is further illustrated in Figure 11 where the Procedural Model was used to generate 20 independent sets of glint data and 

the RMS values calculated. 

 

A third point to be noted is that the envelope of the variations is relatively constant over a small angular range (10o in 

Figure 10) and this has two implications. Firstly, for maritime engagements, the target angular variation is generally small 

and consequently the glint calculations can be treated as independent of target angle. Secondly, the glint displacement 

statistics generated over all angles and ranges can be combined as they have the same underlying statistical distribution 

and associated parameters. This feature is used in the calculation of the glint function. 
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(a) Glint angle (the dashed line is a fitted 1 𝑟⁄  function) (b) Glint displacement 

 
Figure 11: RMS target glint data to illustrate the underlying trends on the data surfaces shown in Figure 10. These plots were 

calculated from 20 independent sets of glint angle and displacement data. 

 

 
4.3. New Approach and the Glint Gain 

 

Using the ∆𝑊 function, we use all range and angle values from the glint data to generate a more accurate histogram of 

glint displacement probability. This is shown in Figure 12a, where the following exponential function has been fitted to 

the data: 

 

 𝐻 = 𝐻0 ∙ 𝑒−𝜆𝑔|∆𝑊| (15) 

 

where 𝜆𝑔 is a gain term which we refer to at the glint gain. An alternative Gaussian form has also been used for the fitting 

function although the errors were found to be slightly larger for the targets modelled with the current simulator set-up 

parameters. Using the calculated glint gain value, we can generate the glint displacement using: 

 

 

 
∆𝑊 =

𝑆

𝜆𝑔

∙ ln(𝑢 + 𝛿) (16) 

 

where 𝑢 is a random number between 0 and 1, 𝛿 is a small number to avoid a ln(0) condition, and 𝑆 provides a random 

sign to give left and right displacements from the target centre. Equation 16 is plotted in Figure 12b. 

 

Using the above representation, we therefore use the RF Sensor Procedural Model to calculate the glint gain term 𝜆𝑔 for a 

specific target and orientation. This single term replaces the need for a glint LUT of the form described earlier. The Error 

Model then calculates the glint displacement using this gain term together with a random number generator. 

 

In Figure 13a, an example of the glint displacement is shown which has been generated using Equation 15. In addition, 

Figure 13b shows the variation of the calculated glint gain when calculated over multiple iterations of the Procedural 

Model. The modelled glint displacement and glint angle calculated during an engagement with a maneuvering target are 

shown in Figure 13c and 13d. 
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(a) Glint displacement generated using the data in Figure 

10b. The function given by Equation 15 is also shown. 

(b) Equation 15 (simulated data) is plotted against 

displacement data generated using Equation 16 

 
Figure 12: Glint displacement data generated by the Procedural Model and the statistical representation used by the Error Model 

 

  
(a) Sample Glint Displacement as a range sequence (b) Variation of the Glint Gain using the Procedural Model 

 

  
(c) Glint displacement for an engagement (pitch and yaw 

directions). Note that the target is maneuvering which 

results in a small increase in the displacement 

envelope. 

(d) Glint angle derived from (c). Note that this rapidly 

increases as the engagement time increases (range 

decreases). 

 

Figure 13: Glint Displacement results and stability of the Glint Gain 
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5. COUNTERMEASURE MODELLING 
 

5.1. Chaff and Flares 

 

Chaff is a conventional method of defending a naval vessel whereby a false radar signal is generated which creates targeting 

errors. Chaff traditionally comprises small strips of aluminum which act as dipoles that provide a strong radar reflection 

signature, although more recent methods include the use of short glass rods which are coated with suitable conductive 

layers for maximizing the reflected signature. The length of the dipoles is set to maximize the radar return at a specific 

wavelength [8]. The chaff is launched so that it initially appears in the same resolution cell of the radar as the target. The 

chaff’s signature then aims to shift the target aimpoint away from the target and onto the chaff. The target then tries to 

manoeuvre out of the radar resolution cell to complete the break lock. 

 

Flares are used to generate a large in-band radiometric signature that seduces a tracking system off the true target position. 

Typically, these operate at a much higher temperature than the target and early flare-types can be readily countered by dual 

or multiband imaging systems. Flares have, however, become increasingly sophisticated both in terms of their spectral 

profile and the use of distributed (multi-leaf) heat sources and smoke [25,26]. 

 
 
5.2. Chaff and Flare Models 

 

The chaff is modelled as an expanding sphere where the position of the nominal centre is determined by the chaff launcher 

parameters, wind speed and direction, and the buoyancy of the chaff. The Radar Cross Section (RCS) of the chaff at time 

𝑡 is then given by: 

 

 
𝜎𝑐 = 𝜎𝑐,𝑚𝑎𝑥 ∙ {1 − exp (

𝑡 − 𝜏𝐿

𝜏𝑏

)} (17) 

 

where 𝜎𝑐,𝑚𝑎𝑥 is the maximum RCS of the fully matured chaff cloud, 𝜏𝐿 is the launch time, and 𝜏𝑏 is the bloom time. The 

chaff RCS is also subject to a dispersion function which is represented as a Gaussian with a variable decay time. 

 

The estimated target position is then taken as the centroid of the target and the chaff [27]: 

 

 

𝑬𝑻 =

𝜎𝑇(𝛽) ∙ 𝐺(𝜃𝑇) ∙ (

𝑥𝑇
′

𝑦𝑇
′

𝑧𝑇
′

) + 𝜎𝑐 ∙ 𝐺(𝜃𝑐) ∙ (

𝑥𝑐

𝑦𝑐

𝑧𝑐

)

𝜎𝑇(𝛽) ∙ 𝐺(𝜃𝑡) + 𝜎𝑐 ∙ 𝐺(𝜃𝑐)
 

 

(18) 

 

where 𝐺(𝜃𝑇) is the RF antenna pattern sensitivity at the target position, 𝐺(𝜃𝑐) is the sensitivity at the chaff location, the 

position of the chaff and the target are denoted by the subscripts 𝑐 and 𝑇 respectively. The prime on the target position 

vector indicates that the positions include errors due to glint. The term 𝜎𝑇(𝛽) denotes the target RCS which varies with 

target orientation relative to the sensor system line of sight [28]. A simple RCS representation is used based on the 

following function: 

 

 𝜎𝑡 = 𝜎𝑡,𝑚𝑖𝑛 + |(𝜎𝑡,𝑚𝑎𝑥 − 𝜎𝑡,𝑚𝑖𝑛) ∙ cos(2∆𝛼)| + (𝜎𝑡,𝑚𝑎𝑥 − 𝜎𝑡,𝑚𝑖𝑛) ∙ 𝜎𝑁 ∙ 𝑁 (19) 

 

where 𝜎𝑡,𝑚𝑖𝑛 is the minimum RCS of the target, 𝜎𝑡,𝑚𝑎𝑥 is the maximum RCS of the target, and ∆𝛼 is the angle between the 

target’s direction vector and the missile’s direction vector. Additionally, 𝑁 denotes a normal distribution random number 

and 𝜎𝑁 is a weighting function (equivalent to the standard deviation of the fluctuation). Note that 𝜎𝑡 ≥ 0. An example of 

a target RCS is shown in Figure 14a and the corresponding target positional estimate using Equation 18 is shown in Figure 

14b. 
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(a) Target RCS generated using Equation 18 (b) Estimated target position with and without the RF cell gain function 

𝐺(𝜃) in Equation 17 

 

Figure 14: Modelling the effects of target RCS and estimated positions. 

 
Flares are modelled in a similar way to chaff. The major difference here is that two spectral bands are available which 

allows for flare detection and rejection. It is therefore necessary to consider the physical separation of the target and the 

flare along the line of sight of the sensor. A proximity measure is determined to create a weighting function 𝑤𝑝. The 

corresponding target estimated position is then given by: 

 

 

𝑬𝑻 =

𝐴𝑡 ∙ 𝑤𝑝 ∙ (
𝑥𝑡

𝑦𝑡

0
) + 𝐴𝑓 ∙ (1 − 𝑤𝑝) ∙ (

𝑥𝑓

𝑦𝑓

𝑧𝑓

)

𝐴𝑡 ∙ 𝑤𝑝 + 𝐴𝑓 ∙ (1 − 𝑤𝑝)
 

 

(20) 

where 𝐴𝑡 is the projected cross-sectional area of the target, 𝐴𝑓 is the cross-sectional area of the flare, and the weighting 

function 𝑤𝑝 is given by: 

 

 
𝑤𝑝 = 1 − exp (−

∆𝑝

𝑃
) (21) 

 

where ∆𝑝 being the measured separation of the target and flare centres, and 𝑃 is referred to as the characteristic distance. 

 

6. RESULTS AND ANALYSIS 

 
6.1. Methods of Evaluation 

 
Perhaps the most important task in the development of a simulator is the validation of the underlying functions, parameters, 

assumptions, and range of operation. The simplest form of model validation is the direct comparison with trials data or 

else comparison with another model that has been subject to validation. In practice, simulators are often developed ahead 

of the production and trials of the modelled sensor system, and their complexity and scope are such that no comparable 

model is likely to be available. 
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In such circumstances, validation must generally rely on spot-check calculations and the performance variation as one or 

more model parameters are changed. This behavioural assessment is referred to here as sensitivity analysis. 

 

Three types of sensitivity analysis are discussed in this Section. The first involves the variation of a single parameter 

associated with either the engagement scenario or the sensor system. This is an effective means of establishing the correct 

behaviour of the model and consequently a useful method for verifying a model’s operation and the validation of the 

underlying mathematical representation. The second method is where a small number of parameters are varied to determine 

if a correlation exists. Both methods lend themselves to a relatively simple assessment of the model. For example, if the 

detection range sensitivity of a sensor were decreased, this should result in an increase in the predicted aimpoint error at 

longer ranges.  

 

In some situations, the modelled behaviour of two or more functions can interact to give spurious results which could not 

be predicted. The third type of sensitivity analysis attempts to address this through a MCS whereby multiple engagement 

parameters are randomly varied over pre-defined ranges. Potential outliers are identified, and the parameter values are used 

as a starting point for a detailed investigation of the simulator. This is a more realistic system test although the associated 

analysis becomes increasingly difficult as the number of variables increases. 

 
6.2. Single Parameter Sensitivity Analysis 

 

Figure 15 provides some examples of the effects of varying a set of model parameters where one parameter is varied whilst 

the others are held constant. There are many ways of presenting such data and Figure 15a shows a polar plot representation 

of miss-distance measurement resulting from changing thirteeen different target, platform, and sensor parameters (P1 to 

P13). The shaded region corresponds to the miss-distance values obtained when the model parameters were varied over a 

pre-defined range. The polar plot is a useful format for assessing the behaviour and sensitivity of a model, particularly 

when viewed as a time-based sequence. Figure 15a also highlights one parameter (P10) which relates to processing latency. 

The variation is further illustrated in Figure 15b where the parameter range for P10 covered by the polar plot is highlighted. 

As expected, the overall performance of the system is strongly dependent on latency, and this gives confidence that the 

simulator behaviour is correct.  

 

Figure 15c shows a performance sensitivity polar plot for countermeasure effectiveness (CME). CME is defined in terms 

of the ability of the countermeasure (flare or chaff) to cause the estimated target position to fall outside of a detection gate 

with the ATR process. Note that the variable parameters are different from those used in Figure 15a. One variable is 

highlighted (CM3) which corresponds to the impact of wind speed on the effectiveness of flare countermeasures. An 

extended set of results are shown in Figure 15d, where the effect on chaff effectiveness is also shown for completeness. 
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(a) Polar plot of the miss-distance performance metric for 

thirteen variable parameters. The shaded area covers 

the performance measures obtained. 

(b) Extended sensitivity analysis for P10 (latency) 

where the latency is expressed in terms of image 

frames. The highlighted values correspond to the 

range indicated in Figure 18a. 

  
(c) Polar plot of the Countermeasure effectiveness metric 

for thirteen variable parameters (note that these are 

different from those used in Figure 18a). 

(d) Extended sensitivity analysis for CM3 (Wind 

Speed). Data is given for both flares and chaff 

countermeasures, and the highlighted values 

correspond to the range indicated in Figure 18c. 

 
Figure 15: Metric presentation for the single variable verification and sensitivity analysis. 

 

6.3. Coupled Parameter Variation 

 

The second type of analysis is where typically two parameters are varied to determine if a correlation exists. The use of 

two parameters can be readily visualised using a surface plot, and an example is shown in Figure 16. Here, the effectiveness 

of flares and chaff are examined in terms of two environmental parameters, wind speed and direction. A coupling 

(correlation) between these two would be expected (the wind direction and wind speed together determine the position of 

the countermeasure in the fields of view, FOV, of the sensors). As can be seen from Figure 16, the simulator predicts such 

a relationship. At low wind speed, the wind direction has little effect (the countermeasure position does not change 

significantly during the engagement). However, at high wind speeds in certain wind directions, the countermeasure 

positions rapidly move out of the sensor FOV, and their effectiveness consequently falls to a small value. 

 

Although both the flare and chaff variations show a minimum for the same wind direction, the chaff data shows a reduced 

effectiveness measure over a broader range of angles. This is primarily due to the RF gain sensitivity, 𝐺(𝜃𝑐) which reduces 

the countermeasure effectiveness as the target and chaff separate (Equation 18). 
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(a) Effect on flare countermeasures (b) Effect on chaff countermeasures 

 
Figure 16: Connected parameter analysis to determine the relationship between wind speed and direction on the effectiveness of the 

chaff and flare countermeasures. 

 

6.4. Multiple Parameter Random Variation (MPRV) 

 

The final set of tests presented here relate to the random variation of multiple parameters between otherwise identical 

engagements. Typically, ten to twenty parameters are varied where each parameter varies over a defined range. This 

method of testing is particularly useful at identifying performance-related couplings between two or more parameters 

where this could be caused by an error or limitation of the model, or else be indicative of a system design limitation.  

 

An example of MPRV is illustrated in Figure 17, where approximately fifteen different parameters were varied, and 1000 

engagement simulations were used. The initial results shown in Figure 17a indicate some potentially anomalous estimates 

(circled). An investigation into these results identified an error in the model, and the corrected results are shown in Figure 

17b. The corrected results indicate that most engagements produce a miss-distance measure of between 1.8 and 3.5m. 

However, there is also a dispersion of results above this which is due to variations in countermeasure-related parameters.  

 

  
(a) Initial simulation using fifteen parameter variations 

over 1000 engagement simulations. Potentially 

anomalous results are circled. 

(b) Results following the correction of a model error. 

Note the change in the y-axis scale. 

 
Figure 17: Illustration of random parameter variations 
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7. SUMMARY 
 

The design and development of a multi-sensor automatic detection, recognition, and guidance system has been presented. 

Novel methods and formulations have been presented for both image-based and RF sensors using both LUT representations 

and mathematically derived forms. The latter was found to provide a fast and effective means of representing sensor 

performance in Monte-Carlo simulations where the minimisation of processing speeds in critical. 

 

The model has been used to investigate system designs under different engagement and operational conditions. An 

important consideration in the development and use of a simulator is how to determine whether predicted simulator 

performance correctly reflects the system behaviour or is a consequence of a model limitation or error. Three methods for 

analysing the data have been proposed, and all three have been found to be helpful in the model verification and validation 

process. It is noted here that for complex models and simulations with multiple variable parameters, the evaluation can be 

time-consuming. It was found that the visual representation of data in polar form was helpful in reducing the analysis time, 

particularly when the variations are presented in a time-based sequence. 
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ABSTRACT 

 

Data gathering trials remain an important part of the development and testing of imaging sensor systems. However, the 

role of trials has evolved to reflect emergent technology, engineering methodologies, operational requirements, and project 

constraints such as schedule and cost. The changing nature of data gathering trials is reviewed. Although trial programmes 

are still used for product acceptance, there has been an increased demand for trial data to support the design process. In 

this paper, the emphasis is on air-to-ground image-based military systems where the timely availability of relevant image 

data is critical to the development of advanced image processing software which, in turn, underpins the performance of 

the latest imaging systems. Other factors which affect the nature of trial programmes are also considered. These include 

the widespread availability of synthetic image generators and the use of low-cost drones as either targets or sensor 

platforms. Furthermore, the increasing use of AI data processing techniques demands a larger and more diverse image data 

set for training and evaluation purposes. Against this background of changing requirements, trial planning has become 

increasingly important. Although the great flexibility of low-cost commercial drones has resulted in them becoming a 

preferred solution for camera platforms, they present unique challenges, ranging from logistics through to image truthing 

of target locations. These issues are discussed, and recommendations made based on experience gained through multiple 

trial programmes. 

 

Keywords: Trials Programmes, Imaging System Evaluation, Field Testing, Drones, UAV, Ground Truth, Image Truth 

Data, Air to Ground Targeting. 

 

1. INTRODUCTION 

 
The results of trials programmes are widely published, but the planning and procedures used for the trials have received 

far less attention [1,2]. The reasons for this are three-fold. Firstly, the focus of the scientific and engineering communities 

tends to be on the analysis of data rather than how it was gathered. Secondly, every trial event is unique regarding 

arrangements of sensors, platforms, targets, locations, requirements etc, so the applicability of existing trial plans to other 

trials is therefore limited. The third reason is the lack of the perceived benefits of planning, often coupled with time 

constraints for undertaking the trail and gathering the data. Although the first two points are understandable, experience 

has shown that there is considerable value in fully defining the trial process and clearly establishing its objectives and 

requirements well ahead of time. The third point is a consequence of the priorities and limited trials experience of engineers 

and scientists who have had little or no exposure to the practical issues and logistic challenges of a trial programme. 

Therefore, this paper will aim to set out some lessons that have been learnt over numerous trial programmes and common 

failings will be identified. 

 

The term ‘trials’ covers a very wide range of activities which depend on the nature of the equipment being tested as well 

as its applications. In this paper, we will define it as the field testing of imaging sensors and the associated gathering of 

data for military applications. Here, field testing implies that the trial programmes are conducted outdoors in representative 

environments. We will also limit the scope to air-to-ground viewing of targets and scene features of interest using remotely 

controlled airborne platforms or drones. Although these various definitions limit the scope of this paper, many of the 

observations and recommendations will be applicable to other trial activities. 

 

The nature of trial activities has evolved to support the evolution of sensor system design and their testing and acceptance. 

Key technology events that have influenced the scope and role of trial events include the increased availability and use of 

synthetic imagery, the emergence of complex sensor processing, new low cost and low weight sensors, and the widespread 

availability of commercial drone platforms. The evolving nature of trials is discussed in Section 2.  
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In Section 3, trial requirements and planning are reviewed. As was noted above, trial programmes tend to be different from 

one another, so there is no one solution that gives an optimal trial plan. It is useful though to discuss various lessons learnt 

from multiple trial programmes and adapt them to reflect specific trial objectives and activities. Some of the observations 

offered are based on common sense, as experience has shown that common sense can be by-passed during a trial 

programme operation.  

 

Section 4 extends the discussion of trial planning and conduct to include observations on the use of drones as either targets 

or platforms for cameras. 

 

Once the trial has been completed, sense must be made of the gathered data. Unfortunately, this is often a large collection 

of image sequences and notebooks of hastily scribbled notes containing information on ground-truth data. Not only can 

the image review be a tedious task, but poorly documented ground-truth data coupled with the failings of human memory 

often leads to errors in the association of ground-truth data associated with the image sequences. It should also be noted 

that the act of measuring and documenting truth data can be a time-consuming task which inevitably restricts the amount 

of image data that can be gathered. Automation of the recording of image data and ground-truth data must therefore be 

considered in trial planning. 

 

For detailed modelling and processing design purposes, an exact knowledge of the target’s position in each image frame 

may also be required together with both local and global scene statistics for contrast and clutter analysis. This additional 

information is referred to here as image-truth data. Typically, image-truth data is generated post-trial. However, there are 

benefits in determining such truth-data during the trial as it provides confirmation that the target is in the correct position 

within the image frames and that the background content has the required statistical parameters. Additionally, automated 

image assessment can be used to confirm the image quality (noise, blur etc). For small volumes of data, it is possible to 

manually tag the target location and perform image quality spot-checks, but such an approach rapidly becomes non-viable 

as the volume of data increases. Robust automated processing software then becomes essential. One such potential method 

is described in Section 5 which is based on an evolving target template scheme [3]. This has been found to work effectively 

for many different sets of trial data (including scenes with high clutter and low contrast). 

 

Finally, Section 6 provides a discussion and summary of the paper. This section underscores the importance of 

understanding the trial process, adapting lessons learnt from previous trials, and the need for robust automated processing 

software for data analysis. The discussion extends to the use of drones as targets or platforms for cameras, and a potential 

method based on an evolving target template scheme is proposed for handling diverse trial data. It advocates a more holistic 

approach to trials, emphasizing the importance of learning from experience and adapting to the evolving technological 

landscape. 

 

2. THE EVOLVING ROLE OF TRIALS 
 

Trials were originally aimed at evaluating camera hardware and proving that supplied equipment met the requirements for 

a customer’s application. Typically, specific scenarios were agreed and then reproduced through the trial programme. 

Although, the number of trial scenarios were limited, testing of equipment in a ‘real-world’ environment was highly 

effective at detecting failures and shortfalls in the design and build. Such proving of equipment continues today as it 

provides the ultimate assurance that equipment is fit for purpose.  

 

A major constraint in the planning of trials is the ability to fully replicate a military scenario such as targeting or 

performance evaluation because of cost, safety, and equipment availability. Additionally, it is not always possible to locate 

suitable available trial sites with terrains that can be used to demonstrate and evaluate the equipment’s operational 

capabilities. Consequently, system modelling has grown alongside trials to provide an evaluation of system performance 

in scenarios that cannot readily be tested through trials. The scope of modelling has continued to expand, with an increasing 

emphasis on design development and evaluation through a product lifecycle including ‘stress-testing’ of the design. Trials 

can be used to provide data to validation sensor models at specific test points [4] and this has increased the demand on and 

value of recording ground truth data during trial events. 
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As both the complexity and scope of applications have grown, trial requirements have evolved from the simple proving of 

equipment to supporting the lifecycle development of a sensor-based product. The performance and behaviour of sensor 

systems has become increasingly determined by image and data processing, and to effectively develop and evaluate 

increasingly complex software requires more data in representative environments. Trials have thus grown beyond the 

proving of equipment and validating models, to gathering data to facilitate a sensor’s design and development.  

 

The role of trials continues to evolve, and three significant changes to trial requirements are mentioned briefly here. The 

first relates to the growing use of synthetic imagery as a substitute for real image data [5]. The radiometric and visual 

quality of synthetic scene generators continues to improve and offers many benefits in terms of image data content, data 

quantity and variability, and the ready availability of the scenario truth data. Setting aside the processing time, initial cost 

outlay, maintenance charges, and training effort, synthetic scene generators provide a viable solution for sensor system 

development, so the future relevance of trials will need to be re-evaluated. However, the real world has an infinite level of 

complexity which synthetic scene generators struggle to reproduce in terms of accuracy and variability. Military imaging 

system failures and false alarms are often caused by such fine scene detail. An effective use of trials data could be, therefore, 

to validate synthetic imagery by comparing scene metrics and system performance through a spot-check process. For those 

organisations with limited budgets, trial programmes are still likely to be the main source of data and the acceptance of 

critical equipment will probably remain based on physical demonstrations rather than analysis and computer-based 

demonstrations. 

 

The second factor is that of drones which have become ubiquitous as affordable airborne platforms in both commercial 

and military spheres [6]. In terms of trial programmes, drones can either be used as a flexible platform for an imaging 

system or as the target of interest. When used as platforms for sensor systems, the reduced size, weight, and power of 

current imaging sensors [7] reduces the demands on drone payload, the surplus of which can then be traded for either 

greater endurance or the use of a lower-cost drone. The benefits and challenges of using drones is discussed later in the 

paper in the context of trials and trial planning. It is also noted that some military applications are developing the use of 

multiple drones operating cooperatively, and this has resulted in the emergence of swarm and counter-swarm technology 

developments [6,7]. 

 

The final factor mentioned here is the growing emergence of AI processing for analysis and decision making [8-10]. A 

key part in the design of an AI processing development is the training of the software against a representative and diverse 

dataset. Gathering such data from a trial programme can be challenging, particularly if it is required under different lighting 

and atmospheric viewing conditions. Again, this may perhaps be an area best suited for synthetic image generators with 

trial data being used to support the data validation process. 

 

3. TRIAL REQUIREMENTS AND PLANNING 
 

3.1. The Importance of Planning 

 

The importance of meticulous planning in the orchestration of a successful trial cannot be overstated. It extends far beyond 

the mere gathering of necessary materials and arriving at the trial site. A lack of comprehensive planning can precipitate a 

cascade of undesirable outcomes and wasted time. 

 

First and foremost, planning is the foundation of cost-effectiveness. Trial costs can quickly escalate in the absence of a 

well-planned strategy due to unforeseen complications, misallocation of resources, and inefficiencies that necessitate 

additional resources or the correction of avoidable errors. These complications can cause delays, disrupting the trial 

timeline and potentially impeding the collection of critical data, obstructing the path to conclusive results. 

 

Secondly, planning is critical for optimising the volume, quality, and relevance of data collected during the trial. A well-

structured trial, supported by clear objectives and robust methodologies, ensures that the data collected is not only abundant 

but also of high quality and relevant to the study. In contrast, ill-defined objectives and methodologies may produce data 

of poor quality or relevance, leading to incorrect results and conclusions and so undermining the trial's very purpose. 
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Detailed planning should be flexible in order to mitigate any potential issues and is useful in identifying any potential 

equipment redundancy. Contingency plans and the elimination of redundant equipment can greatly reduce the impact of 

unforeseen issues during the trial. Failure to plan for such events may compromise safety and increase financial and 

operational risks. The accumulation of these factors can result in the most serious risk associated with poor planning: 

failure to meet the trial's objectives. Without a clear plan outlining the trial's goals and the path to achieve them, the trial 

may fall short of the desired results.  

 

Planning for a trial, particularly one involving sophisticated equipment such as drones and cameras, necessitates careful 

deliberation and consideration. Here are some key steps and considerations: 

 

• Define the Goals: Determine the trial's goals, such as testing the functionality of a new camera, assessing the 

quality of images, or assessing the efficacy of a new data collection method. 

 

• Determine Required Resources: Determine the resources needed for the trial, such as drones and cameras, 

personnel, funding, and time. Obtain all necessary permissions and licences, especially for drone operations. 

 

• Create a Detailed Plan: Make a comprehensive plan that outlines every step of the trial process, from setup and 

operation to data collection and analysis. Ensure all personnel are fully aware of their roles and responsibilities. 

Anticipate potential problems and develop strategies to deal with them. Include contingency time to account for 

unexpected changes, such as weather. Try to arrange access to the site on alternative days ahead of time in case 

weather on the trial day is bad. 

 

• Test Equipment: Prior to the trial, thoroughly test all equipment to ensure optimal functionality. This includes 

drones, cameras, and any other technology, as well as ancillary equipment such as batteries, memory cards, and 

extension cords. 

 

• Equipment Inventory: Generate a list of all required equipment and spares (including batteries for drones). Ensure 

that power supplies are fully charged, and both general and required specialist tools are available. 

 

• Site Inspection: Conduct a pre-trial site inspection to become familiar with the environment and identify potential 

issues that may impact the trial. For instance, if the site is large, how will personnel communicate with one 

another? Consider also airspace restrictions, and potential obstacles (such as electrical pylons and overhead 

cables) when conducting drone trials.  

 

• General Logistics: The natural tendency in trial planning is to focus on the camera systems and drones. However, 

many trials fail to achieve their objectives because of issues arising out of general logistic failures. This includes 

the ability to access the trial location, the availability of shelter from rain and sun, and access to power. Remember 

that cold weather can shorten battery life.  

 

• Data Annotation, and Storage Plan: This is especially important for trials involving large amounts of data, such 

as high-resolution images or video. Maintain detailed notes throughout the trials to aid in data identification and 

to record any significant details that may influence the overall conclusion. 

 

• Ground-Truth Equipment and Data Recording: Determine before the trial what ground-truth measurements will 

be required, who will record it, and establish the methodology of associating it with the recorded imagery. 

 

• Image-Truth Software: If required, prepare and fully test the image-truthing software, and determine how the 

information will be used to inform the live trial activities. This includes both the image composition and the image 

quality. 

 

• Drone Flight Control Software: Commercial tools are available to allow the flightpath of the drone to be pre-

defined. However, these may require a network signal to connect to online services which may be affected by 

poor reception areas on a remote trials site. Additionally, commercial drones tend to perform software checks and 
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software updates at the most inconvenient times, so always install the latest software before the trial and/or disable 

the update facility for the duration of the trial.  

 

• Trajectory Accuracy: Flight control software is not always as accurate as required. This can be due to errors in 

the location of the drone, or effects such as high wind speeds or sudden gusts. It is therefore always useful to 

establish and measure reference points in the scene that can be used to confirm the location of the drone.  

 

• Remote Camera Control: The means of controlling the camera system (recording cycle, line of sight etc) can be 

controlled from the ground or by using automated software that is linked to the flight path. The latter has been 

found to be generally more reliable, particularly when a large volume of data is to be gathered. It is important that 

the image frames are accurately time-stamped. 

 

• Risk Assessment and Mitigation: Identify potential risks and devise mitigation strategies. This could include 

equipment failure, data loss, or safety concerns. Having backup equipment and a flexible plan can help you deal 

with unexpected problems. 

 

• Dry Runs: Perform dry runs of the trial to test the plan and make any necessary adjustments. This can help identify 

potential issues before the trial and increase the likelihood of success. 

 

• Documentation: Ensure the personnel responsible keep detailed records of the trial process and results. This will 

be critical for analysing the results and planning future trials. 

 

• Review and Adjust: During the trial, review the images captured in-situ to make sure the systems are correctly 

calibrated, and that the gathered data is consistent with the quality expected and required. After the trial, go over 

the results and the process. Use this information to improve future trials. 

 

Finally, planning is more than just a preliminary step in the trial process; it is the foundation upon which successful trials 

are built. 

 

3.2. Setting Realistic Objectives 

 

The process of setting trial requirements and planning are of paramount importance. Planning tasks are generally badly 

performed with the result that a trial can fail to meet its objectives. Such failures arise through setting trial requirements in 

isolation from the conduct of the trials and the over-estimation of what can be achieved during the trial itself. In general, 

there tends to be a mismatch between the expectations from a trial and what can be achieved in practice. Most trials produce 

far less data than was planned for. There are many specific reasons for this, but some of the principal ones include: 

• Logistics and set-up times 

• Equipment failures and lack of spares 

• Weather conditions 

• Safety and legal constraints 

• Lack of basic and specialist tools 

• Software failures 

• Communication between trial staff 

 

The term logistics is used as a general term to describe the movement, placement, and protection of equipment, the facilities 

for the trial’s personnel, and the provision of power. Very often it is logistical problems that are the limiting factor in the 

effectiveness of a trial. During the planning stage, the logistical challenges should be considered in detail and mitigated 

through detailed trial planning.  
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Many of the logistical problems encountered during a 

trial are a consequence of the trial location which very 

often involve trial engineers standing in a remote field 

with no access to water, fuel, or electricity (Figure 1). 

For example, drone batteries will provide a limited 

operational window of between 30 and 45 minutes’ 

flight and recording time. However, to fully recharge 

them can require over three hours. Therefore, when 

the supply of charged batteries has run out, the trial 

will become centred on battery charging. This will 

result in delays and the use of partially charged 

batteries that provide a much-reduced operational 

window. To charge the batteries, a generator or 

portable power generators will be needed if a mains 

supply or car-powered inverter is not available. In 

terms of trial planning, the available power should be 

reflected in the schedule with shorter duration 

recording tasks being performed towards the end of 

the trial. 

 

 
Figure 1: A typical remote trial site with the control post and 

equipment shown in the background. 

Equipment problems always seem to occur with either (or both) hardware and software. All equipment should therefore 

be tested before the trial and potential problems identified. Where possible, spares should be made available together with 

tools and drivers required to replace equipment or update software. One issue that occurs on a regular basis is that of 

automated software updates and remote datalinks associated with commercial products such as drones. This can this cause 

delays and failures, not to mention frustration. 

 

Weather conditions are self-explanatory, but it is noted that trials are often undertaken without adequate provision for the 

protection and cleaning of equipment during rainy conditions. However, critical to the operation of drones is the wind 

speed (both mean and gust levels). It is straightforward to measure wind conditions at ground level. However, the values 

tend to increase with altitude, and they also depend on the terrain of the trial site. Consequently, a drone can experience 

unpredictable wind conditions which will impact its ability to follow a pre-defined trajectory. This is particularly so for 

smaller drones which can be severely affected by gusts. 

 

In terms of the final points in the above list, equipment must be operated in accordance with the relevant safety and legal 

requirements. This includes the maximum operating altitude, as well as operation near buildings, pylons, and people. When 

using a drone, it is generally unwise to fly it towards a target because a failure in the drone command link could result in 

severe equipment damage. In many cases, the same effect can be realised by recording flights away from the target and 

then reversing the sequence after the data has been gathered (Figure 2).  
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Figure 2: An infrared sequence of images recorded using a drone flying away from the target. The sequence of images was reversed 

after the data was recorded.  This approach works well for static targets in fixed backgrounds. 

 

3.3. Sequencing and Ordering of Events 

 

From an engineering design perspective, trials provide an opportunity to test a sensor system in terms of both its sensitivity 

and its performance in different scenarios or under different viewing conditions. For example, it is often useful to test a 

camera in the same scenario but using small variations in the scene content to determine performance sensitivity. 

Unfortunately, there is a tendency to test such variations before moving onto a different scenario because it is assumed that 

this will be more efficient with respect to time. Consequently, small variations are effectively prioritised at the expense of 

the wider data diversity. The reality of most trial programmes is that the time required for the trial is always much greater 

than that available. As a result, trial events can produce multiple sequences of very similar data. 

 

A logical order of trial tasks from a design perspective is therefore not necessarily the most logical order from a trial 

perspective. As was noted above, logistical issues such as battery condition should be considered in the planning stage, 

and this may require the relegation of some important shorter duration tasks to the end of the trial event. Care, of course, 

needs to be taken to ensure that sufficient time is allowed to do these in a constantly shifting trial schedule. Additionally, 

evolving weather conditions can influence the ordering of trial events, and often any changes or cancellations can only be 

made just prior to (or even during) the trial.  

 

It has often been found useful to begin a trial with a relatively simple scenario as a means of familiarisation with the trials 

equipment and the operation of the sensor systems and platform. Despite pre-trial preparation work, it has been found that 

hardware, software, and personnel tend to behave differently when they are in a remote trial location, and unforseen 

problems invariably arise. There is always a pressure to skip such preparatory tests and start with the more important tasks. 

The problem with this is that mistakes will inevitably be made, and these could comprise the quality of important data sets. 
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Finally, and perhaps most importantly, it is important to recognise that even the most successful trials will produce less 

data than is hoped for. This is particularly so for new systems at new trial site locations where the amount of data gathered 

can be significantly less than 50% of that planned for. Therefore, it is important to know which scenarios are essential and 

which are of secondary importance.  

 

3.4. Testing, Recording, and Truth Data 

 

A natural aim of a trial programme is to gather as much 

data as possible. Although the sensor systems may appear 

to be working, this does not guarantee the quality of the 

captured data. At the most basic level, such failures can 

occur if the camera does not record all the details in a 

defined scenario because of an alignment problem, or if 

errors occur with the camera or recording equipment. The 

quality of the imagery may also be degraded through 

image blurring effects as can occur if a camera stabiliser 

fails (Figure 3). Although image blur can be reduced using 

image restoration processing [11], the image quality is 

still compromised.  

 

It is therefore important to check the image quality during 

the trial as this allows replacement data to be gathered and 

any equipment problems fixed on the spot. It is possible 

to automate the image quality assessment using pre-

prepared image metrics. However, in most cases, a regular 

visual inspection of some of the image data is generally 

sufficient. 

 

It is also important to assign someone on the team to keep 

an accurate log of the trial in terms of captured image data. 

Unfortunately, in many cases this is not done, leading to 

confusion and assignment errors after the trial has been 

completed. Each image sequence should be catalogued 

and linked to specific scenario trajectories as well as any 

supporting data such as camera parameters, scene 

temperature measurements, and weather conditions. A 

common problem that occurs on trials is the recording and 

saving of data from events that have failed or not been 

completed correctly. This can cause considerable 

confusion when data is being analysed weeks or months 

after the trial. 

 

 
 

 
  

Figure 3: Image blur resulting from a camera stabiliser 

failure (top) and the restored version (bottom) 
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An important aspect of trials is the need to measure 

important parameters associated with a scenario such as 

temperatures, positions, heights, orientations, and 

configuration parameters. This is referred to here as 

ground-truth data. The nature of the required 

measurements depends on the requirements of the trial. 

For example, if the trial is to provide a demonstration of 

system-level performance measure such as aim point 

accuracy for a targeting sensor, then the ground-truth 

measurements should support the assessment of this 

metric. If, however, the trial data is to be used in a 

development programme where the system and scenario 

are to be modelled, it is useful to measure other 

parameters such as scene and target temperatures (Figure 

4). 

 

As noted above, the ground-truth data should be 

associated with the recorded trials data such as image 

sequences. 

 

 
  

Figure 4: Instrumenting a target to measure its temperature 

at several locations for post-trial modelling and analysis 

 

4. OBSERVATIONS ON THE USE OF DRONES 
 

Drones are increasingly being used as either targets or platforms for carrying camera systems or other payloads in military 

applications. Although drones have been available for many years, they have typically been high performance and 

expensive systems operating over long ranges at medium to high altitudes [12]. These more specialised platforms generally 

have greater capability in terms of endurance, payload capacity, navigational control, and stability. However, events in 

Ukraine have highlighted the potential military role of re-purposed commercial drones for short-range surveillance or 

weapon delivery [13]. It is anticipated that such lower-cost drone systems will continue to evolve, with increased control, 

accuracy, and the ability to act cooperatively in groups or swarms that can swamp defensive systems [6,7]. A range of 

drones used in recent trial programmes is shown in Figure 5. 

 

 

 

 

 

 

 

 

 

 

 

 

Proc. of SPIE Vol. 12737  127370N-9Proc. of SPIE Vol. 12737  1273701-187



 

  
(a) Specialist, high-performance fixed wing drone 

 

(b) Modified commercial drone (6 rotors) 

  
(c) Commercial drone (4 rotors) with multiple cameras (d) Lightweight commercial drone 

 
Figure 5: Examples of drones with varying levels of performance and cost. Many trial programmes now rely on the use of low-cost 

commercial devices. 

 

The detection of small drones using imaging systems is extremely difficult because of their small size and limited thermal 

signature. The ability to visually detect such drones is further constrained if they are viewed against a cluttered background 

and, in most cases, detection can only be achieved if its motion presents a significant relative angular movement. This is 

illustrated in Figure 6 for the case of a small four-rotor drone and where a larger, fixed-wing drone is shown for comparison. 

Only images from shorter ranges are shown so that the drones can be seen. 
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(a) Fixed-wing drone at a range of 120m 

 

(b) Fixed-wing drone at a range of 100m 

  
(c) Small four-rotor drone at a range of 30m (d) Small four-rotor drone at a range of 50m 

 
Figure 6: Comparison of the detection of large and small drones. The range values are approximate. 

 

 

Drones provide extremely versatile platforms and can 

allow the rapid capture of image data from a variety of 

angles and positions (Figure 7). Their flexibility and low 

cost are such that they are replacing more traditional 

methods such as camera poles and raised platforms. 

Drones are also capable of executing realistic 

trajectories to provide dynamic sensor data which is 

invaluable for many military applications. 

 

By using commercially available software, it is possible 

to pre-plan the flight trajectories of drones prior to the 

trial. Additionally, the triggering of data recording and 

camera lines of sight can be linked directly to the 

trajectory. This offers enormous potential for optimising 

a trial. Care should be taken, however, to ensure that the 

recording time of the image frames is accurate and 

matches that of other trials equipment. 

 

 

 
  

Figure 7: Illustrating the versatility of drone mounted camera 

systems 
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Unfortunately, the performance of current navigation and control software is variable, and the ability of smaller drones to 

follow pre-programmed courses can be adversely affected by wind speed and gusts. With commercial on-board hardware 

and software, it is also a challenge to record accurate positional data of a drone that is directly linked to the recorded camera 

imagery.  

 

Finally, it is noted again that the payload capacity and endurance are critical factors in selecting a drone for trial purposes. 

They are the most limiting factors when using small commercial drones. Platforms are now available that include 

mechanically stabilised visible band and infrared (uncooled) cameras which offer a flight time of typically 30 to 45 minutes 

[13]. However, such commercial systems have limitations such as the ability to record 16-bit imagery at frame rates of 

30Hz or above. For the testing of new camera systems, greater payload capacities are generally required, and this demands 

the use of larger and more powerful drones (Figure 8). 

 

  
(a) Manual adjustment of the camera line of sight (b) Use of a 6-rotor drone for lifting a bespoke imaging 

and data recording system 

 
Figure 8: Setting up an using a higher-performance drone for the testing of a new imaging system. 

 

5. POST-TRIAL PROCESSING AND IMAGE TRUTH 
 

Once the trial has been completed, it is necessary to inspect the gathered image data and identify potential issues or 

degradations. These are most easily seen by viewing the data as movies rather than individual frames. A typical problem 

which occurs when moving camera platforms are used, is that of variable image blur. For slow moving drone platforms, 

the blur is due to vibration from the rotors, and platform tilts caused by wind shear or gusts. In these situations, image 

quality can be improved through a restoration process [14]. 

 

The development of image processing and system models requires differing amounts of information from the trial as 

discussed previously. From the perspective of image processing, one of the most important measures is the location of a 

target (or targets) in each image frame. For most trial measurement systems, the available truth is not sufficiently accurate, 

and post-trial processing is required. 

 

The automated determination of a ground target’s position is a difficult problem for air-to-ground applications where the 

target is often seen against a heavily cluttered background. Generally, global image thresholding is unreliable for target 

segmentation, and more advanced processing techniques are required.  

 

The approach recommended here is based on an evolving template matching scheme where the initial target position is 

manually set, and a target template is extracted using metrics such as contrast or spatial structure [14]. For the case where 

there is relative motion, a proximity region can be defined to determine the likely position of the target in subsequent 

frames or, alternatively, a simple tracking algorithm could be used. A search box is then defined based on that of the 

previous image, and a template correlation performed to accurately locate the target. The template is then regenerated from 

the current frame in readiness for the next frame. This is illustrated in Figure 9 for a target in a heavily cluttered background. 

Furthermore, the technique can be used for multiple targets as shown in Figure 10. 
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Figure 9: Sequence of image frames with the target location annotated with a boundary box. 

 

  
 

Figure 10: Annotation of multiple targets based on the use of multiple evolving template correlation. 

 
The evolving template technique has been found to be relatively robust, although errors can occur if the target passes 

through a region of high clutter, or if its contrast is reduced. Two effects have been noted. The first is that the outline of 

the target can change, particularly if the target features are fine details or low contrast (as is the case of the military vehicle 

shown in Figure 11). This results in a reduced level of accuracy for both the target location and the template used for 

subsequent image frames. The second effect is that if the target contrast is reduced significantly or is in a highly cluttered 

environment, the correlation may fail. This effect can be reduced by limiting the size of the search area although a manual 

reset of the template may be required. 

 

   
 

Figure 11: Illustrating the variation of target contrast. 
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6. DISCUSSION AND SUMMARY 
 

Technological advancements, operational requirements, and project constraints have all had a significant impact on the 

evolution of data collection trials, particularly in the field of imaging sensor systems. Trial programmes are now used to 

support the design process rather than just product acceptance, particularly in the context of air-to-ground image-based 

military systems. The availability of relevant image data is critical for the development of advanced image processing 

software, which is the foundation of modern imaging system performance. 

 

The introduction of synthetic image generators, as well as the use of low-cost drones as targets or sensor platforms, has 

also changed the nature of trial programmes. Because AI data processing techniques are becoming more popular, a large 

and diverse image data set is required for training and evaluation. As a result, trial planning has become increasingly 

important, with the use of low-cost commercial drones posing unique challenges. 

 

The role of trials is evolving, with synthetic imagery, drones, and AI processing all playing a role in shaping their future. 

In terms of image data content, data quantity and variability, and the availability of scenario truth data, synthetic imagery 

provides advantages. The complexity and variability of the real world, on the other hand, frequently cause system failures 

and false alarms, which synthetic scene generators struggle to replicate accurately. As a result, trial data could be used to 

validate compatible synthetic imagery. 

 

Drones have become commonplace as low-cost, airborne platforms in both commercial and military applications. They 

provide flexibility and accessibility, making them a popular choice for camera platforms. They do, however, present unique 

challenges ranging from logistics to image truthing of target locations. 

 

Artificial intelligence processing is increasingly being used for analysis and decision making. A representative and diverse 

dataset is required for training in the design of an AI processing development. Obtaining such data from a trial programme 

can be difficult, especially in different lighting and atmospheric viewing conditions. Synthetic image generators with trial 

data to aid in data validation may be best suited for this task. 

 

The success of the trial is related to the nuances of trial requirements and planning, which acknowledges the uniqueness 

of each trial programme and the lack of a one-size-fits-all solution. The significance of learning from experience and 

adapting these lessons to the specific context of the trial is emphasized, as is the frequent disregard for common sense in 

trial activities, highlighting the importance of consistent application. 

 

In conclusion, data collection trials have evolved significantly over time, influenced by technological advancements, 

operational needs, and project constraints. The use of synthetic image generators, low-cost drones, and artificial 

intelligence processing techniques has influenced the nature and future of these trials. Despite the difficulties, these trials 

continue to be critical for the development and testing of imaging sensor systems, particularly in military applications. The 

authors would like to advocate for a more holistic approach to trials, emphasizing the importance of learning from 

experience and adapting to the evolving technological landscape. 
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ABSTRACT 

CI has developed a modular optical system, which provides the sensor stimulus to obtain the required quantitative spectral 
response of single detectors, detector array engines and camera systems with small to large aperture optics. The system 
includes interchangeable sources, Circular Variable Filter scanning monochromator (CVF) and collimating and focusing 
optics to project monochromatic radiation (in focused or collimated configuration, according to need) towards the sensor. 
When spatial patterns are also used on the focal plane, the Unit Under Test (UUT) is fully characterized in both spectral 
and spatial domains. 

1. INTRODUCTION 

As a company developing and manufacturing electro-optics systems' testers of many kinds for different applications, CI 
Systems (CI) has been exposed to a large amount of varied testing situations. In this paper we describe systems used to 
measure the relative (and in some cases quantitative) response of detectors and cameras as function of wavelength, both 
alone, and combined with spatial resolution, in case of imaging systems. 

We can classify the tested devices into the following categories: i) single detectors, ii) array detector engines, and iii) 
cameras. We define each of these devices as including, not only the sensitive chip, but also the electronics needed to extract 
the chip signals, and make them available to a recording system, such as a digital processor for signal analysis. The most 
common applications for testing such devices are in the R&D stage for optimization of detector performance, and in the 
manufacturing processes, usually for quality assurance and quality control purposes. 

Historically, CI based its core technology on spectral radiometry for remote sensing applications, and over time it 
developed its own monochromator optical element, a so called CVF (Circular Variable Filter)[1], which is a wheel on whose 
circumference linearly variable thickness layers are deposited, in order to transmit radiation of continuously variable 
wavelengths as it is rotated around its axis. This type of scanning monochromator has been originally described in the old 
Infrared Handbook2: it is used in the so called SR 5000 spectroradiometer, a single point Field of View radiometer, 
measuring spectral radiance and/or radiant intensity emitted by remote sources. In this radiometric configuration the CVF 
successively decomposes the radiation coming in from a far field into monochromatic components, and a single element 
detector gives a signal proportional to the intensity of these components. The detector signal can be calibrated by 
comparison to the spectral signal obtained by measuring a standard source such as a blackbody, and recorded in quantitative 
physical units of spectral radiance, radiant intensity, or irradiance, as needed according to the application. 

In contrast, when the CVF is used in front of a light source with appropriate optics, it can provide monochromatic radiation 
in successive single wavelengths to test and measure a sensor or a camera spectral response and wavelength dependent 
spatial resolution, as the case may be. Different configurations of a controlled and calibrated monochromatic radiation 
projection system are described in this paper. 

2. TYPICAL MULTI-SPECTRAL CAMERA TESTER 

The simplest system built to measure a camera spectral response, spatial resolution, etc., is according to the following 
configuration. 

Electro-Optical and Infrared Systems: Technology and Applications XX, edited by Duncan L. Hickman, 
Helge Bürsing, Gary W. Kamerman, Ove Steinvall, Proc. of SPIE Vol. 12737, 127370O
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Figure 1. The system shown here is used to measure different camera parameters such as MTF, response, etc., at different discrete 
wavelengths. The camera to be tested may be visible or infrared: the integrating sphere is used as a uniform visible radiation source, and 
the blackbody is the infrared source. The filter wheels are one for infrared and one for visible wavelenghts, and are interchanged 
accordingly with the sources. The target wheel shown in the diagram of figure 2 is included in the container between the collimator and 
the filter wheels. 

The basic feature of the system of figure 1 is that the radiation projected onto the Unit Under Test (UUT) is collimated, so 
that it can simulate a remote scene from infinity, as this is a camera's usual mode of operation.  The source is a blackbody 
(for infrared), which is interchangeable with an integrating sphere (for visible or near infrared light); the projecting optics 
is a reflective collection of mirrors (5 or 6" diameter aperture and F#6), for operation in all wavelengths without chromatic 
aberrations. The test wavelengths are limited to a number of discrete values that can be selected by computer control. Two 
filter wheels are present, one for infrared filters and blackbody operation, and one for visible wavelengths and integrating 
sphere source operation. The target wheel is in a container attached to the collimator. 

In figure 2 the optical layout of the system of figure 1 is shown. The optical relay focuses radiation from the source onto 
the filter and target wheels. The target wheel is on the focal plane of the Intermediate Level Electro-optical tester (ILET) 
collimator, because the patterns on it are imaged by the UUT, while the filter wheel can be slightly off the focal plane, 
since the filters' task is only to provide wavelength separation. The collimator projects the rays towards the (UUT), being 
usually an infrared camera. This type of test system allows measuring MTF and other parameters at the different 
wavelengths of the bandpass filters present in the filter wheel, or in integrated mode, in absence of filters. 

 

Figure 2. Optical diagram of the system of figure 1. The integrating sphere of figure 1 is not shown here. 
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ILET collimator 
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Target wheel 

Radiation 
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3. SPECTRAL CAMERA TESTING WITH CONTINUOUS SPECTRAL SCAN 

The system of the previous section can be used in discrete single wavelengths, but for certain applications the detector 
manufacturer is required to provide a continuos graph of response or normalized detectivity D* as a function of wavelength.  

3.1 What is a CVF and how it works 
Referring to reference 1: 

Figure 3 illustrates a simple explanation given in the Infrared Handbook[2], page 7-118 of what a CVF is. 

 
 

 
Figure 3: On the left side the CVF element is as shown in the Infrared Handbook of 19785 (figure scanned from the book). On the right 
side is a CVF wheel diagram showing the input and output focused light cones from the source. The CVF surface is on the focal plane 
of the system, to insure that the image of the small source aperture is transmitted at the specific wavelength corresponding to its position 
on the CVF's perimeter. 

Quoting from the Handbook: “…a circular variable filter is an interference filter composed of a film deposited on a circular 
substrate. The thickness of the film, and hence the wavelength, varies linearly with angular position, φ, on the substrate….” 
In addition, as shown in Figure 3 the film thickness varies from d at φ =00 to 2d at φ = 1800 so that also the peak wavelength 
of transmission in each position around the substrate varies from a certain λ0 at 00 to  λ180=2 λ 0 at 1800. Other configurations 
of 900 or 3600 segments can be manufactured. In order to obtain narrow peaks such as shown in Figure 5 the film thickness 
must be made of a large number of films of two alternating materials, one of low and one of high refractive index. The 
substrate and film materials must be suitable for the specific needed spectral range and resolution. 

 

In all the CVF configurations manufactured by CI the peak wavelength varies approximately linearly with the angle around 
the substrate, as seen in Figure 3. 

Image of 
source 
aperture 
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Figure 4: A typical peak wavelength of transmittance versus wheel motor index (a linear function of the angle variation) of a CI CVF, 
showing its linear behavior versus angle. Peak transmittance is typically between 50 and 80%. In this configuration four 90o segments 
are juxtaposed one in contact with the other, all with decreasing wavelength with motor index. The gaps between segments are index 
regions where the wheel is used to hold them in place, so that they are not in contact with each other, but there are no gaps in wavelength 
coverage. 

In addition to the layers of graded thickness for variation of the peak wavelength, some layer deposition is needed to block 
spectral ranges outside the CVF region of interest. These layers are usually made of both graded and constant thickness 
over the whole substrate, and have to be carefully designed in order to provide the necessary spectral blocking to avoid 
unwanted wavelengths and harmonics to reach the UUT (see examples of blocking spectra in the reference[1]).  

Example of Near Infrared CVF of CI is shown in the next figure. 

 
Figure 5: Example of Near Infrared CVF made of a 900 segment. The peaks are the transmittance spectra measured in three different 
wheel positions. The spectra shown are indicative of the CVF spectral resolution, typically being in the range of 2-2.5% of wavelength. 
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3.2 Continuous wavelength detector spectral response tester 

The system described in this section is appropriate for testing single detectors or detector array engines, meaning detector 
arrays with digital signal output, such as a frame grabber. The basic feature of a single detector test system is that the 
projected radiation must be focused on a point, i.e. a region of small area, since the detector itself is a chip of usually a few 
microns or tens of microns on the side. The system of figure 6 represents just such a system. 

 
Figure 6. Detector array test station. The system is designed to allow testing of detector array pixels, and extract their spectral response 
by having the scanning wavelength CVF on an intermediate focal plane. 

Figure 7 shows the optical layout of such a system. 

 

Figure 7. Optical layout of a single detector array spectral tester. The radiation form the source is first focused by the relay onto the CVF 
monochromator and then by a second relay with an interchangeable focusing mirror onto the single point detector.  

If the detector is not a single one, but a detector array, the Interchangeable Focusing Mirror can be replaced by a flat mirror, 
and the radiation is projected onto the detector without being focused, in order to illuminate the whole array surface at 
once. Referring to figure 8, the radiation from the source is initially focused on the CVF for spectral selection, and then is 
projected onto the detector engine to be tested. As the CVF is scanned, the data from the detector are recorded by a 
computer through a frame grabber, and then used to calculate spectral response, uniformity, etc.  
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Figure 8. Optical layout of an array detector engine spectral tester. Note that the mirror in front of the detector is a flat folding mirror: 
this is to flood the detector with monochromatic radiation, of usually a few millimeter size, with the light from the source. 

3.3 Large METS system for spectral camera response measurements (with CVF), without target wheel 

The next tester type is a larger system. In many applications the UUT has a large objective optics, of the order of tens of 
centimeters, and the testing requires similarly large projection optics clear apertures. For this purpose CI has developed 
several large collimator products (called METS, or Modular Electro-optical Test Systems) with primary mirrors between 
8" and 25" diameters, and F numbers between 5 and 10. Some applications of these large systems require the spectral 
information of response, MTF, etc. as in the small systems, except that now the size of most components scales up 
accordingly. 

 
Figure 9. A typical METS based spectral test system is shown here. In this case the collimator is CI’s METS8-VS, 8” clear 
aperture with 40” focal length, off-axis parabolic mirror, and IR & VIS sources with 2 matching CVF's covering the spectral range 
0.4 – 14 um. The CVF's are located directly on the collimator’s focal plane. In this version there are no targets for spatial resolution 
measurements. 

1 meter 
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Figure 10 shows a top view of such system, showing all its elements. The rotating flat mirror switches between the blackbody 
source and the integrating sphere. The two CVF's are on a motorized stage for alternate use. The relay images the sources' apertures 
onto the CVF plane. 

 

Figure 11. Optical diagram (partial) of the system of figure 10. By rotating the "Rotatable mirror" by 180 degrees the Integrating 
sphere of figure 10 (not shown here) is brought to act as the source, and the appropriate VIS/NIR CVF (not shown here) is 
automatically positioned in place of the infrared CVF, by the computer controlled motorized stage. 

 

3.4 Large METS system for spectral / spatial resolution measurements (with CVF) and target wheel with 
patterns 

The next tester type is a large METS based system, like in figure 10, but with additional target wheel for spectral-spatial 
resolution measurements. In this case a complete optical diagram is three-dimensional, so we show here only the general 
system view, and its optical diagram, after being collapsed into two dimensions. 
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Figure 12. The largest and most complex spectral/spatial camera tester is shown here. The collimator is a CI’s METS8-VS, 8” clear 
aperture with 40” focal length and off-axis parabolic mirror. The monochromatic beam, after passing through the CVF, is imaged 
on a standard target wheel, with a magnification of ~2.5, enabling projection of targets with up to 5 mm size. 

 

Figure 13. Ray trace diagram of the system of figure 12, collapsed into two dimensions. 
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Figure 14. Example of specific detectivity D* measurement of single detector, compared with the D* data provided by the manufacturer. 

 

Figure 15. Example of relative spectral response of a 3-5 micron camera, measured with our system. 

 

Figure 16. Example of the spectral response of a radiometer with cooled MCT detector, measured with our system. 
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4. EXAMPLES OF SPECTRAL UUT MEASUREMENTS 
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5. CONCLUSION 
CI has developed a family of systems that are used to measure sensors' spectral and spatial parameters. The tests 
that can be done with such systems are separately their spectral response and spatial resolution, and combined 
into spectral dependence of spatial resolution.  
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ABSTRACT

Optical zoom system plays an important role application in high precision opto-electronic imaging for the high-speed
moving target imaging. The novel stabilized zoom stabilization system based on deformable mirrors(DMs) has a future
application prospect in integrating fast doubling, accurate focusing, image plane stabilization and aberration
compensation. In this paper, we design a reflective zoom structure including the front group and the rear group. The
double DMs and the reflective mirrors form the Combined Telephoto and Reversed-Telephoto structure, which achieve
the zoom of the system and correct the off-axis aberration during the whole focal length. The fixed reflective mirror in
rear group is used to compress the optical length and keep the image stabilized. We make full use of effective diameter
range of DMs and the flexible deformations amount of actuator strokes to achieve the freeform surfaces in the system. It
achieves a high zoom ratio of 14.52 and 5 milliseconds of zooming time from Wide-angle and Telephoto. This optical
system is conducive to further achieving high zoom efficiency and high speed in the stabilized zoom system based on
DMs.

Keywords: Deformable mirrors, zoom system, high zoom ratio

1. INTRODUCTION

The zoom systems can adjust the magnification of the imaging object, realizing the range of short focus at wide-angle
and high resolution at telephoto while keeping the image plane stabilized. They play an important role in consumer
electronics, digital cameras, surveillance cameras, biological detection, astronomical observation, reconnaissance
systems and remote sensing systems and other fields1-3. The conventional mechanical zoom systems mainly consist of
the zoom group, the compensation group and the fixed group, and they achieve a constant image plane position while
zooming through the precise movement under the zoom group and the compensation group. However, the novel zoom
systems require the unconventional new optical elements into the system, which are used as focal length variable devices
as group elements to achieve zoom and image plane compensation function. The stabilized zoom systems based on DMs
change the conjugate position of the object and image by deformation of device surface shapes, realizing elements
position stabilized4.

In 2007, researchers designed a reflective stabilized zoom system including two 59-channels OKO MDMMs and three
fixed spherical mirrors.The surface shapes of the DMs were actuated and the system achieved a magnification increase
of about 3.8 times5. In 2009, Krist of built an off-axis reflective four-mirrors stabilized zoom system by changing the
surface shape of fixed mirrors6. The system achieved a high image quality and the focal length changes from 5.2mm to
15.6 mm. In 2014, Huang YW designed a 2x compact camera zoom module based on four sets of fixed lenses and
double anamorphic mirrors7, and the zoom ratio and the image quality should be further improved. In 2022, Tian
proposed a catadioptric zoom design method based on transmission fixed lenses and reflection DMs and realized a high
zoom ratio of 10. It is necessary to improve the zoom ratio and performance of reflective system based on DMs8-9.

In this paper, we propose a design method of a reflective stabilized zoom system based on DMs. The front stabilized
zoom system is designed as the Combined Telephoto and Reversed-Telephoto structure, and the fixed reflective mirror
is used to control the optical length and realize the image stabilized. And we make full use of the flexible deformation in
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the diameter of the aperture which the surfaces are actuated as freeform surfaces to correct the aberrations. The system
achieves a high zoom ratio of 14.52 under the maximum center deformation of 10μm and the zoom time is measured
5ms from Wide-angle to Telephoto, which effectively improves the zoom ratio and the image speed of the system. This
optical design method is helpful to achieve high zoom efficiency and high speed in the whole zoom focal length.

2. DESIGN METHOD

2.1 The Gaussian structure of stabilized zoom system

The optical system can be calculated as the thin lenses in Gaussian theory. The front stabilized zoom system has four
elements. Based on the imaging model, the stabilized zoom equation is constructed and its Gaussian solution
characteristics are analyzed:

1 21 1 2 3 3 4, , , , , , , 0DM DMZ d d d d           (1)

Here, the 1 and 3 are fixed mirror, the
1DM and

2DM are DMs. And the id is the distance of the elements of
thi to
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The focal length of the zoom system and the back focal length can be expressed :
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The l is the optical power of the Telephoto, and the  is the zoom ratio. When the first fixed mirror 1 0  , the
DM1 is the first mirror, fixed mirror and DM2 are composed of the front stabilized zoom system. And we design the
system structure as Telephoto system in the Wide-angle and Medium-angle and the Reversed-Telephoto system in
the Telephoto.

2.2 The off-axis aberration in stabilized zoom system

The wave aberration of an off-axis optical system with surface decenter and tilt component is expressed as:

       

            

22
040 131 222

220 311

j j j j j
j j j

j j j j j j j
j j

W W W H W H

W H H W H H H

       

       

              

                

  

 

       

           (6)

And the field vector of decenter10-12 can be calculated as:
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iu donates the principle ray angles, ic donates the curvature, ih donates the principle ray height. According to
the eq.(6), we can get the the wave aberration of 3rd-order for off-axis optical system.

2.3 The global optimization design of optical stabilized zoom system

An evaluation function is used to describe the comprehensive description of the off-axis fixed zoom system based on
deformable mirrors. This evaluation function describes the zero focal length and back focal length in the whole focus,
and minimizes the third-order aberration items in the full field aberration distribution in the stabilized zoom system. The
optimization variables includes the curvature, distance and tilt angle. The global optimization algorithm is used to solve
the optimal value of nonlinear evaluation function and the initial optical configuration can be solved in Matlab. The final
high-order freeform surfaces are optimized in CodeV.

3. DESIGN AND RESULTS

We design an unobstructed reflective stabilized zoom system based on DMs, the Primary Mirror and the Tertiary
Mirror are deformable mirror, and the Secondary Mirror and Fourth Mirror are fixed mirror. In the front stabilized
zoom system, the DM1 realizes the image zoom and the deformation of DM2 compensates the image drift. We
design the front stabilized zoom system as the Combined Telephoto and Reversed-Telephoto stabilized-zoom
structure to achieve the zoom and correct the off-axis aberration during the whole focus. And the FM is spherical
mirror which is used to compress the optical length and keep the image stabilized. The system focal length is
250mm-3630mm. The stop is on the SM which is used to expand the field angle.

The deformation of DM realizes the continuous zoom during the whole focal focus. In order to compress the optical
length, we use the plane mirror to build the fold-reflective experimental optical layouts. The four-mirror optical
layout is showed in Fig.1(a). In order to compress the optical length, we use the plane mirror to build the fold-
reflective optical layouts in CODEV. And the experimental optical layouts of the stabilized zoom system is showed
in Fig.1(b). And the surfaces are designed as the freeform surfaces to correct the off-axis non-rotational symmetric
aberration.

10:29:26

wide-angle Scale: 0.03
Position:  1

     29-Aug-23 

925.93  MM   

10:29:26

telephoto Scale: 0.03
Position:  4

     29-Aug-23 

925.93  MM   

Figure 1. (a)The optical layout of the stabilized zoom system. (b)The optical layout of the fold-reflective experimental system.

There are two DMs in the system and the DM1 (MMDM) is customized with Vision of Russian company in Fig.2(a),
it has 52 channels and the aperture is 50mm which the maximum center deformation is 10μm . The DM2( PDM) is
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from OKO Technologies in Fig.2(b), its has 37 channels and the aperture is 30mm which the maximum center
deformation is 8μm . We use the 70% of the aperture of the deformable mirror which is benefical for the accuracy of
actuation. And the surface is measured by Zygo Interferometer in Fig.2(c).

In Fig.3 the collimator is used to simulate the infinite objects, the high speed camera is used to get the image from
the resolving test target from collimator. The camera can get 1000 pictures in 1 second, which is used to record the
process of the zoom. And the stabilized zoom system achieve the image magnification without the movement of
optical group.

Figure 2. (a)MMDM (b)PDM (c)The test experimental system of the DMs .

Figure 3. The optical layout of the fold-reflective experimental system.

Figure 4. The optical layout of the fold-reflective experimental system.
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In Fig.4, the picture of wide-angle and is the picture of Telephoto. The image intensity in Wide-angle is larger than
Telephoto. We calculate the Target boundary length 1-4 and the average of the boundary length of the Telephoto
and Wide-angle is the zoom ratio. The zoom ratio of stabilized zoom system based on two DMs is 14.52.

Table 1. The target boundary length of the resolving test target .

The Fig.5 show the 25 pictures of the high speed camera. They are obtained by camera in 25 milliseconds. We can see
from the image Y4 Camera000132 of the Wide-angle. From the start of the zoom, the image is Y4 Camera000137. And
the system switches to the Telephoto is in the picture of Y4 Camera000143. The time of zooming is 5 milliseconds.

Figure 5. The optical layout of the fold-reflective experimental system.

Target
boundary
length 1

Target
boundary
length 2

Target
boundary
length 3

Target
boundary
length 4

Average
boundary
length

Wide-angle 10.066 9.5038 10.3463 9.7938 9.9275
Telephoto 141.8929 143.6562 143.1938 147.9345 144.1693
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4. CONCLUSION
In this paper, we propose a design method of a reflective stabilized zoom system based on deformable mirrors. The
front optical structure is designed as the Combined Telephoto and Reversed-Telephoto structure to get the high
efficiency zoom. And the rear group achieves the shorter optical length and decrease of image plane drift. And we make
full use of the flexible deformation in the diameters of the aperture which the surfaces are actuated as freeforms to
correct the aberration. The stabilized zoom system achieves a high zoom ratio of 14.52 under the maximum center
deformation of 10μm and the zoom time is measured 5ms from Wide-angle to Telephoto, which effectively improves the
zoom ratio and the image speed of the system. This optical system is helpful to achieve high zoom efficiency and high
speed in the whole zoom focal length.
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ABSTRACT  

Automotive LiDAR systems are expected to play a crucial role in the future development of autonomous driving. In the 

course of the Austrian research project iLIDS4SAM an appropriate LiDAR sensor demonstrator has been designed and 

developed. 

Based upon typical requirements for such sensors, e.g. the capability to detect objects of about 10 cm x 13 cm size at a 

distance of 80 m, a field-of-view of 20° x 90° (V x H) and an image rate of about 17 Hz, a highly innovative 3D laser 

scanner has been designed which combines state-of-the-art MEMS mirror beam deflection with a rather classical 

polygon mirror wheel. 

Integrating a laser diode array of the newest generation, a multipixel APD detector array, waveform digitization as well 

as online waveform processing, 16 range measurement channels operating simultaneously are realized. The resulting 

LiDAR sensor offers a range measurement rate of 4.5 million measurements per second, each with the capability to 

resolve multiple targets. 

The LiDAR sensor is manufactured as a prototype on the level of an elegant breadboard. 

This contribution provides insight into the design of the LiDAR sensor and discusses the challenges identified during the 

design and development phase. 

Keywords: 3D laser scanner, Multichannel LiDAR, Autonomous driving 

 

 

1. INTRODUCTION  

The Austrian research project iLIDS4SAM – Integrated LiDAR Sensors for Safe & Smart Automated Mobility – is a 

flagship project for future automated mobility (www.ilids4sam.at, [1]). It addresses the requirements and challenges of 

LiDAR systems suitable for autonomous driving, initiates the development of technologies required for processing 

LiDAR point clouds, and also focuses on their integration with other sensors. 

A main part of the project is the design and development of an integrated LiDAR sensor which is capable of acquiring a 

3D point cloud of the environment approaching the vehicle, not only for obstacle detection and alerting the driver but 

also meeting the challenging requirements with respect to data quality and point density of autonomous driving in an 

urban environment. 
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2. DEFINITION OF REQUIREMENTS 

In a first step, several basic target specifications of the LiDAR system had to be considered and finally defined: 

 The very first basic specification was the minimum size of an obstacle that should be detectable based on the 

LiDAR point cloud. For this project a reasonable size of such obstacles was defined to be 10 cm x 10 cm, which 

enables the detection of some typical children’s toys like a ball or the seat of an overturned bicycle, but also to 

recognize a person lying flat on the road.  

In a later design phase, the minimum size has been slightly increased to 10 cm x 13.1 cm (V x H). 

 The second basic specification was the distance at which the above-mentioned spatial resolution shall be met. 

Based on typical speed limits in urban environment of up to typ. 50 km/h, this basic distance was defined to be 

80 m.  

A distance of 80 m would in principle allow a significantly higher speed of up to 75 km/h. However, the 

selected distance at only 50 km/h reserves some time for data acquisition and obstacle perception, i.e. 

transferring and processing the LiDAR data to recognize and identify an obstacle, but also for activating the 

vehicle’s brakes. 

 The third and fourth basic specifications were the horizontal and vertical fields of view (FOV). A vertical FOV 

of ±10° and a horizontal FOV of ±45° have been considered reasonable. 

 The fifth basic specification was the frame rate, i.e. the number of points clouds of the vehicle’s environment to 

be provided per second. A reasonable specification was found to be in the range of 10 Hz to 25 Hz, finally 

settling at the rather low image rate of early cinema films of about 16 2/3 frames per second (fps).   

This frame rate may be considered somewhat high in comparison to the time reserved for obstacle perception. 

However, a higher frame rate allows the collection of some possibly redundant information which can be used 

for consistency checks as well as sensor self-testing. 

Based upon these basic specifications the following resulting requirements were found: 

 The intended angular resolution is about 1.25 mrad x 1.64 mrad, equal to 0.0716° x 0.0938° (V x H). 

 The number of single range measurements per frame is about 280 x 960 (V x H), thus about 269,000 

measurement points per frame can be expected. 

 Applying the defined frame rate, the rate of single range measurements is about 4.5 million measurements per 

second.  

 The rate of range measurement results may be even slightly higher due to the detection of multiple targets for 

specific laser directions, however it is not expected to exceed ever 5·10
6
 /sec.   

As the laser beam may be directed towards the sky for up to 50% of the vertical FOV, the expected rate of range 

results may be significantly lower than the numbers estimated above. 

 

3. LIDAR SYSTEM DESIGN 

3.1 Design challenge 

To the best of the authors’ knowledge no LiDAR system of such performance, i.e. delivering the huge amount of 

269,000 range measurements per frame, evenly distributed over a FOV of ±10° x ±45° and at a frame rate of 16 Hz, had 

been published up to the year 2020, i.e. when this design was developed. 

Due to the time limitation of the project the entire design had to rely on off-the-shelf components rather than components 

which would have to be designed for project specific requirements.  
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3.2 Selected solution 

Several known designs and combinations of scan mechanisms have been simulated and analyzed for their performance. 

This investigation led to a highly innovative 3D LiDAR scanner concept combining: 

 receiver channels with the full vertical FOV of ±10°; 

 a MEMS mirror for the vertical scan of the laser beam, allowing a vertical scan frequency of about 2kHz; 

 the usage of a - somewhat conventional - polygon mirror wheel for the horizontal scan mechanism for both, 

transmitter and receiver channel; 

 16 receiver channels and a fan-shaped laser beam operating all 16 channels simultaneously;  

 simultaneous waveform digitization as well as online waveform processing for all 16 range measurement 

channels, each channel with the capability to resolve multiple targets per laser shot. 

 

3.3 Detailed description 

Receiver channels 

Each receiver channel offers an instantaneous FOV of ±10° x 1.64 mrad (V x H). The aspect ratio is about 213:1 and 

thus extremely high. 16 receiver channels are arranged side by side, together covering a FOV of ±10° x 26.2 mrad equal 

to ±10° x 1.50° (V x H). 

 

Figure 1.  

 Left image: Cross section of the optical receiver assembly with APD array (1), lenses (2), optical band filter (3),  

  and resulting vertical FOV (4); 

 Right image: the instantaneous FOVs of the 16 receiver channels, arranged side by side, together covering  

  a FOV of 20° x 1.5° 

 

A main challenge of the receiver optical system design was the adaptation of the required extremely high aspect ratio of 

the FOV of a single LiDAR channel to the significantly lower aspect ratio of the corresponding APD pixel. 

Laser transmitter 

The laser transmitter assembly is of high complexity as it realizes not only the shaping of the laser diode array’s raw 

beam to a laser fan with a divergence of 1.25mrad x 26.2mrad (V x H) but integrates also the MEMS mirror for the 

Proc. of SPIE Vol. 12737  127370Q-3Proc. of SPIE Vol. 12737  1273701-212



 

 
 

 

 

 

vertical scan of the laser fan of ±10°. Figure 2 gives some insight into the internal design of the assembly. A detailed 

description of the optical setup and its properties has been published in [2]. 

The integrated MEMS mirror offers a usable diameter of 5mm and an angular amplitude of up to ±10°, thus being 

capable of covering a beam angular range of ±20°. Due to the design of the transmitter optics the resulting beam 

deflection is in the range of ±10°, as required. The MEMS mirror is operated at its resonance frequency of nominally 

2 kHz. 

 

Figure 2. Cross section of the laser transmitter assembly with the laserdiode array (1), a first group of lenses (2),  

the oscillating MEMS-mirror (3), and a second and third group of lenses (4) 

 

The laser source is an array of edge-emitting laser diodes with a center wavelength is 905nm. The array offers an optical 

peak power of about 600W at a pulse width (FWHM) of 6.7ns. It is driven by GaN FETs. A detailed description of the 

laser driver electronics and its properties has been published in [3]. 

Frame scan - polygon mirror wheel 

Due to the specific design of the LiDAR scanner system with  

 a given angular resolution,  

 a fixed MEMS resonance frequency (defining the line scan rate), 

 a typical usage of 50% of the angular range of a polygon mirror wheel, and 

 a given diameter of the receiver´s optical channel (required for achieving the intended maximum range) 

the selection of the number of facets of the polygon mirror wheel is a trade-off between  

 the horizontal FOV,  

 the framerate, and  

 the diameter of the polygon mirror wheel. 

Calculations for several numbers of facets have been accomplished; the results are listed in Table 1. Applying the 

limitations given above, a polygon mirror wheel of 4 facets has been found to be of smallest size.  

 

Proc. of SPIE Vol. 12737  127370Q-4Proc. of SPIE Vol. 12737  1273701-213



 

 
 

 

 

 

Table 1. Properties depending on the number of facets of the polygon mirror wheel 

Number of facets Horizontal FOV Frame rate Diameter of polygon 

mirror wheel (diagonal) 

3 120° 12.5 fps 191 mm 

4 90° 16.7 fps 158 mm 

5 72° 20.8 fps 196 mm 

6 60° 25 fps 234 mm 

 

 

Figure 3. Top view of the 4-facet polygon mirror wheel in those rotational positions which limit the horizontal  

FOV, i.e. -45° (green), 0° (black) and 45° (red) with the corresponding paths of the laser beam 

 

3.4 Point pattern 

One of the main goals of the scanner system design is to achieve an evenly distributed and - as far as possible - regular 

point pattern. 

Vertical scan 

The vertical scan of the laser transmitter is realized by a MEMS mirror which is operated at its resonance frequency 

(about 2 kHz). Thus, the MEMS mirror’s tilt angle is very close to a sinusoidal shape. As a consequence thereof, the 

vertical angle of the resulting laser beam at the output of the transmitter assembly still follows almost a sine function. 

The resulting angular amplitude is already 10°, thus covering the vertical FOV of ±10°. 

Note that the receiver does not need any vertical scan as its instantaneous vertical FOV is already ±10°. 

Horizontal Scan 

The horizontal scan of transmitter and receiver is realized by the above-mentioned 4-facet polygon mirror wheel. The 

main axes of the optical paths of transmitter and receiver are in parallel. Due to the arrangement of the mirror wheel’s 

axis of rotation with respect to the laser beam axis (which is in parallel to the axis of the receiver’s optical path), a 
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change of the wheel’s angle causes a change of the reflected laser beam of doubled value; thus, changing the mirror’s 

angle by 1° causes a change of the reflected beam direction of 2°.  

Based on these the sinusoidal change of the vertical beam angle and the linear increase of the horizontal beam angle, the 

laser’s beam axis moves as shown in Figure 4. 

 

 

Figure 4. Path of the laser’s beam axis in the plane of horizontal and vertical beam angle 

 

The laser beam’s footprint is similar to a horizontal fan with a divergence of 1.25mrad x 1.5° (V x H). This horizontal 

divergence is by design equal to the horizontal angular distance between two subsequent up-scans (or down-scans) of the 

MEMS mirror. When applying such a broad beam of 1.5° to Figure 4, the gaps between two neighboring up-scans but 

also between two subsequent down-scans are closed. This means the FOV is seamlessly covered without any gaps.  

Laser triggering 

To achieve an even point distribution over the entire vertical FOV, the laser needs to be triggered accordingly, i.e. at 

vertical laser beam angles with a constant step size in between. This requires also a constant step size between the 

corresponding tilt angles of the MEMS mirror. However, this even point distribution comes at the price of a strongly 

varying laser pulse repetition rate: the average value within a full period of the MEMS oscillation is about 560 kHz 

whereas the maximum value is even as high as 880 kHz. This maximum PRR occurs in the center of the vertical FOV 

when the MEMS as well as the laser beam are at their maximum angular speed. 

 

Figure 5. Characteristics of the laser PRR (red, left y-axis) with respect to the MEMS mirror’s tilt angle  

and the LiDAR channels’ resulting unambiguous maximum range (blue, right y-axis) 
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One side effect of the rather high maximum PRR is that the unambiguous maximum range of the LiDAR channels is 

under worst case conditions limited to only 170 m. 

Interleaving point sets 

As explained above, the application of a laser fan of 1.5° horizontal divergence ensures that the entire vertical and 

horizontal FOV is covered without gaps. Even more, the entire FOV is covered not only once but twice per frame: 

 once by the data points acquired during the up-scans and  

 a second time by the data points acquired during the down-scans. 

This feature of the scan mechanism is utilized to reduce the laser’s pulse repetition rate by implementing an interleaving 

of the two sets of data points: 

 during the up-scans the laser is triggered only at the even numbered vertical angular positions and 

 during the down-scans the laser is triggered at the odd numbered vertical angular positions. 

 

 

Figure 6. Zoom into the resulting point pattern of 16 LiDAR channels using one color per channel;  

the colored bullets show the angular positions of the laser beams when the laser is triggered;  

the dimensions highlight the equidistant and even distribution of the acquired data points 

 

3.5 Multi-channel range measurement 

Signal chain and digital signal processing 

The signals within a LiDAR system are of different nature (Figure 7):  

 the laser pulse emitted as well as the echo signals are optical (red);  

 these signals are converted into analog electrical signals (blue); 

 these still analog signals are conditioned appropriately and finally digitized (black).  

For digitizing optical pulses width an FWHM-width of about 7 ns, the LiDAR system uses a sampling rate of 200 MSps. 

An appropriate anti-aliasing filter is applied. 
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Figure 7. Signal chain applying early signal digitization and digital signal processing to the greatest possible extent 

 

This early signal digitization allows the utilization of digital signal processing technology to the greatest possible extent: 

 Detection of echo pulses  

 Selection of the relevant samples of an echo pulse 

 Waveform processing (Figure 8): 

o The selected samples of the digitized pulse are compared to the system response waveforms to find the 

best fit. 

o This best fit is used to estimate the signal strength / amplitude of the pulse and the temporal position to 

calculate the target´s range.  
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Figure 8. Principle of the applied waveform processing technology: the samples of the digitized  

pulse are compared to system response waveforms to find the best fit 

 

Range measurement accuracy 

The application of the waveform processing method described above (see also[4]) enables the device to achieve a very 

good range measurement accuracy as well as a rather low range standard deviation of less than 2 cm over a wide 

amplitude range.  

Figure 9 shows test results of a breadboard LiDAR system consisting of  

 the receiver channel introduced in section 3.3,  

 a single beam laser diode transmitter using a single lens transmitter optics and a driver electronics quite similar 

to that described in [3], and 

 the digitization and data processing electronics developed in the course of project iLIDS4SAM. 

This LiDAR system was directed towards a flat target at a fixed position and the amplitude of the echo signal arriving at 

the receiver was varied by inserting a neutral density filter of variable attenuation in front of the receiver. Many settings 

of the variable attenuator were chosen, and a set of distance measurement results was collected for each attenuator 

setting. Each single set was processed applying statistical methods to get the following results: 

 range mean value 

 range standard deviation 

 minimum range 

 maximum range 

 amplitude mean value 

The upper diagram of Figure 9 shows the mean value as well as minimum and maximum of the ranges vs. the amplitude 

mean value, and the lower diagram shows the standard deviation of the ranges vs. the amplitude mean value. Best range 

measurement accuracy (smallest span between minimum and maximum range) as well as the lowest range standard 

deviation are achieved at echo signal amplitudes of 10 dB to 25 dB. At lower amplitudes the accuracy gets worse due to 

a low SNR. At high amplitudes (> 30 dB) the receiver’s signal chain limits the achievable accuracy due to compression 

effects. 
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Figure 9. Resulting range measurement accuracy and range standard deviation when measuring to a plane  

target which is placed at a distance of 24 m and oriented perpendicular with respect to the laser axis  

 

Maximum range - dependencies 

The potentially achievable maximum range of a LiDAR system depends first of all on the laser’s pulse power, the 

sensitivity of the detector used in the receiver, and the size of the receiver’s optical aperture. Besides these system 

inherent properties, several external / environmental conditions which are beyond the system operator’s control need to 

be considered:  

 the reflectance of a target’s surface, 

 the size of the target in comparison to the laser’s footprint (at the distance in question), 

 the clarity of the atmosphere, usually defined by the visibility, and  

 the amount of background light within the receiver’s FOV, whether coming from the sun, vehicle’s head lamps, 

road lighting, or whatsoever. 

In this special design, background light has some non-negligible influence on the achievable maximum range. Each 

receiver channel has a rather large FOV of 20° x 1.64 mrad. An optical bandpass filter reduces the amount of background 

light arriving at the detector pixel. However, the bandwidth of this filter had to be selected quite large due to: 

 the laser-diode’s spectral width of typical 7 nm (FWHM), 

 the sample specific variation of the laser-diode’s center wavelength of typical ±10 nm, 

 the laser’s thermal wavelength shift of about +0.28 nm/K, in combination with the laser-diode’s self-heating of 

up to 60 K, thus causing a shift of up to 17 nm, and 
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 a shift of the filter’s center wavelength with the beam’s angle of incidence (±10°). 

Based on the already known properties of the integrated components as well as the design of the optical channels, the 

achievable maximum range has been calculated for varying environmental conditions, see Figure 10. 

 

Figure 10. Estimation of the achievable maximum range under varying environmental conditions  

 

All lines with exception of the black dashed line assume a visibility of about 1 km. (On a clear day the visibility may be 

significantly higher, e.g., even several 10 km.) 

Furthermore, all estimations assume  

 a flat foreground target which is only slightly larger than the laser footprint, 

 a very large background target which covers the whole vertical FOV of the sensor behind the foreground target,  

 that both targets are oriented perpendicular with respect to the laser axis, and 

 each target’s reflection characteristic is that of a Lambertian scatterer. 

Due to the small vertical divergence of the laser fan (about 1.25 mrad) in comparison to a receiver pixel’s vertical FOV 

(±10°), only a small part of a receiver pixel is hit by the echo pulse of the foreground target. However, the whole 

remaining pixel may be hit by reflected light of the background target. Therefore, the diagram shows two types of 

results: 

 Solid lines show the estimated maximum range for a target situation where the foreground and the background 

target have the same reflectance and are hit by a varying amount of sunlight, i.e. starting at 0 klx (during night) 

and up to 100 klx (a bright day around noon). With increasing reflectance of both targets, the amplitude of the 

foreground target’s echo signal increases by the same factor as the reflected light of the background target 

when arriving at the receiver. 

 Dotted lines show the estimated maximum range for a foreground target with a constant reflectance of 10% and 

a background target with varying reflectance. Both are hit by the varying amount of sunlight (1 klx up to 

100 klx), but the variation of the reflectance indicated on the x-axis of the diagram applies only to the 

background target. With increasing reflectance, only the reflected light of the background target arriving at the 

receiver increases, but the amplitude of the foreground target’s echo remains constant (as its reflectance 
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remains constant at 10%). Thus, the achievable maximum range reduces with increasing reflectance of the 

background target. 

 

4. CURRENT STATUS OF THE PROTOTYPE LIDAR SENSOR 

A prototype of the LiDAR sensor based upon the design described above has been developed in course of the project 

iLIDS4SAM. This prototype is currently under realization on the level of an elegant breadboard, but behind schedule due 

to the delayed availability of several key components. Thus, test data are not available at the time of providing this 

report. 

 

Figure 11. LiDAR sensor under development: view from outside  

The main intention of this prototype is first of all the proof of concept, so some bulkiness has been accepted: 

 Main dimensions: 424 mm x 225 mm x 232 mm (L x W x H) 

 Mass (preliminary): 15 kg 
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Figure 12. LiDAR sensor under development: view of the interior 

 

5. OUTLOOK 

As the main purpose of the mentioned LiDAR sensor is basically the proof of concept and evaluation of its performance, 

there remains much room for further development and improvements. Two main directions of such further steps have 

been identified. 

Reduction of SWaP 

The design of the LiDAR sensor has not been optimized for compactness, mainly due to three reasons: 

 The sub-assemblies have been designed by different project partners for fulfilling the required functionality and 

specifications. These sub-assemblies have not undergone a combined optimization for size and weight yet.  

 To save costs and time, some of the electronics boards originate from earlier developments although neither size 

and shape nor functionality of these boards fit perfect. As a consequence, the power consumption is higher than 

necessary. Nevertheless, even the newly developed electronic boards are based on commercial-off-the-shelf 

(COTS) components and/or earlier developed ASICs.   

Thus, there is a significant potential for reducing the board count and their sizes when developing fully new set 

of electronic boards integrating purpose-specific ASICs. 

 Several key components used for the LiDAR sensor had to be selected from COTS products, as their 

customization would have increased costs beyond the available budget.  

o In many cases the functionality of the COTS components does not fulfill the required specifications, 

thus compensation measures are necessary which require additional space, add weight and increase 

power consumption.  

o In some cases, the COTS components are larger than required. 

A typical example of such a component is the APD array which has been carefully selected but still does not offer the 

required, very high pixel aspect ratio. To adapt the aspect ratio accordingly, the optical design of the receiver assembly 

had to be enhanced by additional lenses. This added weight, required space and reduced the overall optical efficiency of 

the receiver path. Thus, the overall performance (e.g. maximum range) is reduced and/or an increase of the laser 

transmitter power is needed for compensation.   
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As a consequence of the increased size of the optical receiver path even the height of the polygon mirror wheel had to be 

enlarged. 

Design enhancements 

In order to achieve longevity, many designs of automotive LiDAR sensors refrain from using moving parts. From that 

point of view the usage of a polygon mirror wheel may be considered somewhat outdated. However, this in particular 

offers some advantageous chances for functional enhancements for a favorable point distribution: 

 Utilization of a non-regular polygon mirror wheel of different facet sizes, each of them offering a different 

horizontal FOV: 

 

Figure 13. Sketch of acquired areas when applying different horizontal FOVs 

o The central area of the FOV which is of highest interest is acquired at a high frame rate and thus high 

spatial resolution whereas the boundary areas are scanned at a lower rate.  

o This configuration reduces the point density in the boundary areas in favor of the center area. 

 Combining two sets of transmitter and receiver assemblies with one polygon mirror wheel: 

 

Figure 14. Sketch of acquired areas when combining two sets of transmitter and receiver assemblies 

o The horizontal FOVs of these two sets have the same size but are shifted horizontally by a certain 

angle. In the overlap region the resulting point density and/or frame rate is twice that of the boundary 

regions. 

o This configuration splits the required pulse repetition rate, thus reducing the average PRR and the 

thermal stress for each transmitter array.  

 Integration of two laser diode arrays with vertical angle shift into the transmitter assembly: 

 

Figure 15. Sketch of acquired areas when integrating two laser diode  

arrays with a vertical angle shift into the transmitter assembly  

Proc. of SPIE Vol. 12737  127370Q-14Proc. of SPIE Vol. 12737  1273701-223



 

 
 

 

 

 

o The vertical FOVs of the two laser diode arrays have the same size but are shifted vertically by a 

certain angle. In the overlap region the resulting point density and/or frame rate is twice that of the 

boundary regions.  

o This configuration splits the required pulse repetition rate, thus reducing the average PRR and the 

thermal stress of each transmitter array.  
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ABSTRACT   

We report a fully-developed theory of laser scanners with rotational Polygon Mirrors (PMs). The deduced scanning 

function, velocity, and acceleration of PMs have been deduced and discussed in comparison to those of Galvanometer 

Scanners (GSs). All other characteristic parameters have been obtained, including angular and linear field-of-view 

(FOV), as well as duty cycle [Proc. of the Romanian Acad. Series A 18, 25-33, 2017]. Although this developed theory 

considered the laser beams reduced to a single ray (i.e., the center axis of the beam), the specific approach has allowed 

further on for a complete analysis for scanning laser beams with finite diameters. The multi-parameter optomechanical 

analysis of these PM functions was performed as well, considering all constructive and functional parameters [Appl. Sci. 

12, 5592 (2022)]. The non-linearity of scanning functions (i.e., the non-constant scanning velocities) has been 

approached. In order to linearize the PM or GS scanning function, a two supplemental mirrors device was developed. 

This increases the distance between the PM and its objective lens within a reasonable dimension of the system, by 

folding the scanned laser beam. Rules-of-thumb have been obtained for the design of these scanning heads. The optical 

part has been completed with a Finite Element Analysis (FEA) of rotational PMs, assessing their structural integrity. An 

optomechanical design scheme completes the PM scanning heads study, highlighting the links between optical and 

mechanical aspects. This type of scheme can be utilized for other optomechanical scanners, as well.   

Keywords: laser scanners, polygon mirrors (PMs), galvanometer scanners (GSs), geometrical optics, modeling, multi-

parameter analysis, Finite Element Analysis (FEA), optomechatronics. 

 

1. INTRODUCTION  

Polygon mirrors (PMs)-based scanners are one of the fastest optomechatronic laser scanning devices [1,2]. Compared to 

the most utilized galvanometer-based scanners (GSs) or to MEMS devices, the purely rotational PMs avoid the necessity 

to stop-and-turn of scanners with oscillatory elements. Therefore, the scan frequency of PM scanners can surpass that of 

GSs and MEMS even if the latter are employed at resonance. Furthermore, as we have demonstrated [3-6], there is 

always a trade-off between scan frequency and amplitude of GSs. As the former is increased the latter is strongly limited, 

with an almost exponential decrease [4,6], which is also dependent on the scanning input signals (i.e., sinusoidal, 

triangular, and sawtooth, the latter with different input/theoretical duty cycles). In contrast, PM frequency and 

amplitudes are not coupled, although in order to increase the scan frequency by using PMs with a higher number of 

facets, larger PMs must be employed – in order to preserve the scan amplitude [1,7]. 

The present report points out briefly such (optomechanical) aspects, while providing an overview on our works on PM-

based scanning heads [8-15] (compared to other scanning systems, as well, such as GSs [16], MEMS [17,18], and Risley 

prisms [19-21]), addressing both optical and mechanical aspects of PMs. 
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2. OPTICAL ANALYSES OF PM SCANNING HEADS 

While GSs and MEMS with oscillatory mirrors have as a convenient feature the fact that the plane of their mirror is on 

their oscillatory axes, PMs are characterized by a certain distance from their rotational axis to each facet. This distance 

defines the PM apothem R (Fig. 1), while the number n of facets gives the characteristic angle α = π/n, which 

corresponds to half of a facet. Other parameters for the most common case of a laser beam incident on the PM facets 

perpendicular to the optical axis (O.A.) of the post-objective lens (of diameter D) are the eccentricity e (of the incident 

laser beam with regard to the PM pivot O) and the distance L from this incident beam to the (object principal plane of 

the) lens. 

 

Figure 1. Characteristic parameters of a PM-based scanning head with the incident laser beam perpendicular to the O.A. of 

the objective lens – setup considered in the detailed studies in [8,9], as well as in the preliminary reports in [10-15]. 

 

By analyzing the movement of the PM, we have deduced and analyzed several characteristic function and parameters in 

[8,9], with regard to the above geometrical parameters and to the rotational velocity ω of the PM: 

(i) The scanning function h(θ) has been defined as the current distance from the O.A. to the beam deflected by the PM 

and refracted by the lens; it has been deduced in [8-11] as 

h(θ) =  .                                                     (1) 

With regard to the scanning function of a GS that has the incoming beam incident on the mirror on its oscillatory axis, 

the PM scanning function has two more terms (i.e., the first two ones in the above equation). While the GS scanning 

function depends only on the distance L to the lens or to the scanned plane (and on the rotation angle of the GS mirror), 

the PM function h(θ) also depends on e and R (i.e., parameters that are specific only to PMs). This complicates the 

mathematical discussion but does provide two additional DOFs in optimizing the scanning process.  

(ii) The scanning velocity and acceleration have been deduced and compared in [8-11] to those of GSs. Similar to the 

h(θ) function, the velocity v(θ) and the acceleration a(θ) of PMs depend on all constructive parameters R, e, and L, but 

also on ω. 

(iii) The rotational angles θmin and θmax of the PM that define what Beiser named down- and up-deflected beams [7], 

respectively are purely functions of e and R or of the unitless factor e/r = ξ that we have defined in order to compare (and 

optimize) such scanning systems regardless of their dimensions. This pair of angles defines the angular field-of-view 

(FOV) of the scanner with the simple relationship 

FOV = 2(θmax - θmin) = 4α                                                                        (2)                                

It is worth mentioning that this maximum available angular FOV imposes the (maximum) dimension D, therefore the 

objective lens, as the distance L is approximately equal to the object focal length. 

(iv) The angles θ1 and θ2 characterize the rotation of the PM for which the reflected beam reaches the lower and the 

upper margins of the lens in the meridian plane, respectively. Usually  

θmin < θ1 < θ2 < θmax ,                                                                          (3) 

as the lens is placed within the FOV of the PM. Ideally, one may want to have 
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θmin = θ1 < θ2 = θmax ,                                                                          (4) 

but this is a condition that can be fulfilled only in particular cases, as the PM’s FOV is asymmetrical, as pointed out by 

several researchers [22-24]. 

It is worth mentioning that the case 

θ1 < θmin < θmax < θ2                                                                          (5) 

may be of interest as well, although it may not seem convenient, as the FOV does not fill the entire lens aperture in this 

case. However, double pass PMs can be utilized in such a case, with the beam reflected on the next PM facet already 

beginning its pass, although the current beam has not yet completed its pass [2]. 

(v) The duty cycle η of the scanner is defined as the time efficiency of the scanning process [1,2]. Using the two pairs of 

angles defined above, 

 η = (θ2 - θ1) / (θmax - θmin),                                                                     (6) 

therefore 

 η = (θ2 - θ1)/2α = n·(θ2 - θ1)/2π.                                                                (7) 

From these relationships one may observe that for PMs η is “n” times higher than for single mirror scanners, rotational 

(i.e., the monogon – often manufactured in its pyramidal configuration) or oscillatory (i.e., for GSs, MEMS, or other 

(including low-cost) variants with tilting mirrors [25]).  

Also, from the discussion at the previous point, 

η < 1 for Eq. (3) 

η = 1 for Eq. (4) 

η > 1 for Eq. (5) 

(vi) The migration functions were proposed, defined and characterized in our previous works [8-11]. They are caused 

by the translation of the laser spot on the PM facet during the PM rotations, due to the distance R from the PM facet to 

the pivot O. Essentially, it is as if the beam that is incident on the lens starts from a certain point A on the O.A. of the 

lens [8-11]. This point A is moving on the O.A., therefore it cannot stay in the object focal point of the lens, and this 

defines the longitudinal/axial displacement function z(θ). Also, there is a transversal displacement function y(θ), 

defined by the displacement of the reflection point P in Fig. 1 [8] on the PM facet. 

Multi-parameter analyses of these two functions (that help understanding and designing PM scanning heads) have been 

performed in Fig. 3 [8] and in Fig. 4 [9]. 

One must highlight that the entire discussion above has been completed for the laser beam considered to be reduced to a 

single ray, i.e. to its center axis. However, the specific geometric approach and parametrization of this analysis allowed 

for solving the real-life case of finite diameter (2ρ) laser beams by using the eccentricity e of the incident laser. Thus, the 

characteristic functions and parameters of the PM scanning head can be written for e - ρ and e + ρ, respectively - for the 

left and right margins of the laser beam, as we have developed in detail in [9], and as it was briefly approached for 

applications in [26], based on our previous theory and suggestions in [8]. 

3. OPTIMIZATION OF THE SCANNING FUNCTION AND VELOCITY 

A main issue of PM scanning heads, similar to GSs or MEMS is the non-linearity of the scanning function h(θ), which 

produces a variable scanning velocity v(θ), lower around the O.A. and higher towards the margins of the lens. A 

common way of tackling with this issue is to employ F-theta lenses. However, this increases the cost of the system. 

Therefore, efforts have been made to design lens systems that are both appropriate and as simple as possible [27,28].  

In this respect we have had a different approach, by increasing the distance L, which has the highest impact on the 

linearity of the scanning function h(θ), as demonstrated in [9]. This means using a lens with a longer focal distance. The 

issue in this case is related to the increase of the axial dimension of the system. Supplemental mirrors can be employed in 

order to fold the beam, with three additional fix mirrors [29], or even with two such mirrors, placed at a certain (small) 

angle with regard to each other. The latter solution has been explored [10] and developed in detail [9], in order to allow 
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for an optimized design of the system. This implies using an angle between the two additional mirrors that allows for 

maximizing L, as well as for minimizing the necessary dimensions of the mirrors.  

4. MECHANICAL ASPECTS: FINITE ELEMENT ANALYSIS (FEA) OF THE 

POLYGONS 

PMs have numerous mechanical issues that must be considered during the design and manufacturing stages. Such 

aspects involve for example motors, bearings, materials, tolerances, manufacturing process and roughness of (active) 

optical surfaces. One of their main issues is related to their structural integrity, due to the high centrifugal forces 

produced by their high rotational velocities. Therefore, in order to properly design PMs, a FEA must be carried out, 

usually in a multi-parameter approach. Both structural integrity issues and levels of deformations must be observed, as in 

the case of other optomechanical systems with fast moving (roational) elements, for example choppers and scanners [30-

36] – in various configurations. 

An example of such a multi-parameter FEA was made in our detailed study in [9], for a most common PM configuration. 

Regarding the conclusions of this study, the rotational velocity ω (considered up to 120 krpm) is the most impactful 

functional parameters that may contribute to the appearance of certain zones with critical levels of the mechanical stress 

σmax, for example: 

- The number n of facets does not impact the level of σmax, although one can conclude that as n increases, σmax decreases 

on the exterior part of PM; 

- σmax is maximum (for all levels of n) towards the central (mounting) cylindrical hole of the PM, i.e. towards the shaft. 

The higher the radius of this central hole is, the higher σmax gets, with the possibility to surpass the yield limit; 

- The apothem R significantly impacts σmax, with a proportional relationship between the two parameters (as the 

centrifugal forces are dependent on the radial dimensions of the PM); 

- The PM width increases the levels of σmax and may also change the positions for which it reaches its maximum; 

- The mounting holes of the PM on its support impact σmax in what regards their number, position (towards the PM apex 

or corresponding to the middle of a PM facet) and radius. A trade-off must be made between such aspects and the 

constructive requirements of the mechanical assembly [9]; 

- The material (with its specific parameters, mainly density, yield stress and Young modulus) is an essential aspect, and 

there is roughly a limit of ω for which structural steel can still be utilized, as well as another, higher limit of ω from 

which beryllium alloys must be considered (and alluminium alloys are no longer appropriate). 

5. DESIGNING SCHEMES OF PMS – OPTOMECHANICAL LINKS 

Figure 2 presents a designing scheme that is a synthesis of calculus procedures presented in the literature [1,2]. 

Essentially, the requirements of the design theme regarding scan frequency and beam diameter must be correlated with 

the technologically achievable levels of ω in order to determine the number n of facets and then the PM apothem.  

However, this leaves numerous other issues, both optical and mechanical that must be addressed [13]. Therefore, the 

second designing scheme that concluded our detailed study on this topic (Fig. 17 [9]) tries to address the necessary links 

between the various aspects, resulting in an optomechanical scheme that can support designers in this task – not only for 

PMs, but for other types of optomechanical scanners, as well. 

6. CONCLUSIONS 

PM design is a complex task for which both optical and mechanical aspects must be considered, as approached in detail 

in [9]. Regarding the purely optical aspects, these studies tried to offer an exact and rigorous, although as simple as 

possible approach regarding all characteristic parameters and functions of PMs. The applications range of these scanners 

is wide, but some of them stand out, including for Swept Sources (SSs) for Optical Coherence Tomography (OCT) [33-

36] for both biomedical imaging [18,37,38] and Non-Destructive Testing (NDT) [39], for laser manufacturing (in a PM 

plus GS scanning head, as alternatives to dual axis 2D GS [6]) and in Remote Sensing, the latter in order to rapidly scan, 

with good resolution and FOV, from airborne platforms for example. Several of these applications are promising 

directions of work, including in our group. 
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Figure 2. Optical scheme for the design of a PM, made in [9] following the steps of the classical calculus in [1], followed by 

mechanical issues that are left to the maunfacturers, as well as by optical aspects addressed in our preliminary studies in [10-

15] and finalized in [8.9]. 
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ABSTRACT  

The laser-acoustic detection of buried objects, such as landmines, is based on excitation of elastic waves in the ground and 
creating a vibration image of the ground surface by using a laser Doppler vibrometer (LDV). The technique provides high 
probability of detection and low false alarm rate. However, traditional LDVs require operation from a stable stationary 
platform due to their sensitivity to the motion of the vibrometer itself. Recently developed laser Doppler multi-beam 
differential vibration sensor has low sensitivity to the motion of the sensor itself, while measuring vibration velocity 
difference between points on the object with interferometric sensitivity. Low sensitivity to the sensor motion allows for 
vibration measurements from a moving vehicle. Two configurations of the developed sensor: the linear array and the 2D 
array sensors, are discussed in the paper. The linear array sensor measures velocity difference between points on the object 
illuminated with a linear array of 30 laser beams, and creates a vibration image of the object by scanning the array of 
beams in a transverse direction. The 2D array sensor employs an array of 34 x 23 laser beams and measures velocity 
difference between corresponding points on the object over the whole illuminated area simultaneously.  Simultaneous 
measurements at all points allow for the fast recording of the vibration image of the area of interest, and makes possible 
calculation of the vibration phase and instantaneous velocity images. Description of the sensors and the experimental 
results are presented in the paper.  

Keywords: laser vibrometer, landmine detection, buried object, laser-acoustic detection, sensor. 
 

1. INTRODUCTION 
Laser-acoustic detection of buried objects, such as landmines, has proven itself as a technique that provides high 
probability of detection and low false alarm rate1-4. The method consists of exciting vibrations in the ground and measuring 
vibration of the ground surface at multiple points with a laser Doppler vibrometer (LDV) to create a vibration image of 
the ground surface. Vibrations of the ground in the frequency range from about 50 Hz to 300 Hz are excited by using 
airborne sound created by loudspeakers or seismic waves created by mechanical shakers. The interaction of a buried object 
with the elastic waves in the ground causes the object to vibrate. Due to the mechanical resonances and the higher 
mechanical compliance of the buried object compared to the neighboring soil, the vibration amplitude of the ground surface 
above the object at some vibration frequencies is higher than the vibration amplitude of the surrounding area. Therefore, 
a buried object can be detected by the area with higher vibration amplitude in the vibration image of the interrogated area. 
Single beam and multiple beam LDVs have been traditionally used for ground vibration sensing in laser-acoustic detection 
of buried objects4-8. However, since a LDV measures the relative velocity between the LDV and the object, the 
measurement results depend not only on the object vibration, but also on the motion of the LDV itself. As a result, motion 
of the LDV due to environmental vibration and acoustic noise can cause LDV signals to be significantly higher than, and 
indistinguishable from signals caused by the object vibration. Usually, LDVs operate from a stationary mechanically stable 
platform in order to withstand the ambient vibration. LDV operation from a moving vehicle with laser beams looking 
forward imposes another challenge for buried object detection due to Doppler shift in the LDV signal proportional to the 
speed of the vehicle. This Doppler shift caused by the vehicle motion can be several orders of magnitude higher than the 
Doppler shift caused by the ground vibration, and often exceeding the modulation bandwidth of the LDV, thereby making 
measurements impossible. A recently developed Laser Multi-Beam Differential Interferometric Sensor (LAMBDIS) has 
low sensitivity to the motion of the sensor itself, while measuring vibration velocity difference between points on the 
object with interferometric sensitivity9-11.  
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The principle of operation of the LAMBDIS is based on measuring the velocity difference between points on the object 
by employing interference of light reflected from the object points, without using a reference beam. Due to the absence of 
a reference beam, the Doppler shift induced by the sensor motion is canceled out, that results in low sensitivity to the 
sensor motion. Low sensitivity to the sensor motion allowed for the application of the LAMBDIS for detection of buried 
objects from a moving vehicle. Two configurations of the LAMBDIS: the linear array and the 2D array sensors, have been 
developed and are discussed in the paper. The linear array LAMBDIS measures velocity difference between points on the 
object illuminated with a linear array of 30 laser beams, and creates a vibration image of the interrogated area by scanning 
the array of beams in a transverse direction. The 2D array LAMBDIS employs a matrix array of 34 x 23 laser beams and 
measures velocity difference between corresponding points on the object over the whole illuminated area simultaneously. 
Simultaneous measurements at all points allow for the fast recording of the vibration image of the area of interest, and 
makes possible calculation of the vibration phase and instantaneous velocity images. 

2. LINEAR ARRAY LAMBDIS 
The principle of operation of the linear array LAMBDIS is based on the interference of light reflected from different points 
on the object surface illuminated with a linear array of laser beams, as shown in Figure 1.   

 

 
Figure 1. Functional layout of linear-array LAMBDIS based on digital line-scan CMOS camera and FPGA-based real-time signal 
processor 

A linear array of 30 laser beams (only 6 beams are shown for clarity), is generated by the beam array generator of the 
sensor and focused onto an object (ground surface). Adjacent beams in the array have different optical frequencies, F1 and 
F2. Specifically, each beam of frequency F1 is positioned on the object surface exactly between two beams of frequency 
F2, so that the optical frequency of even number beams is different from the optical frequency of odd number beams. A 
receiver lens and a shearing interferometer create two sheared images of the laser spots on the object on the digital line-
scan CMOS camera. The two images are sheared relative to each other in the direction of the array of points by an odd 
number of intervals between neighboring laser spots. In the image plane, the light from each pair of corresponding laser 
spots are mixed on the CMOS sensor, producing heterodyne signals with the carrier frequency 2 1CF F F= − . For 
example, referring to Figure 1, for the case of one interval shear between the two images, Image 1 and Image 2 of laser 
spots on the object surface, the Image 1 of spot 1 is overlapped with the sheared Image 2 of spot 2, the Image 1 of spot 2 
is overlapped with the sheared Image 2 of the spot 3, and so on.  

Vibration of the object causes frequency shifts of reflected light due to the Doppler effect, resulting in frequency modulated 
signals with the carrier frequency 2 1CF F F= −  on the CMOS camera. The vibration velocity difference between the 
corresponding points on the object, for example between points 1 and 2, points 2 and 3, and so on, are computed in real-
time through demodulation of these heterodyne signals by a FPGA based processor. A vibration image of the measured 
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area of the ground can be obtained by either scanning the array of beams over the area from a stationary platform using a 
scanner, or by moving the sensor.  

Motion of the sensor causes approximately the same Doppler shift for all beams, and is automatically subtracted from the 
measurements. So, the LAMBDIS principle allows for measuring vibration velocity between points on the object surface 
with interferometric sensitivity, while having low sensitivity to the motion of the sensor itself. Experiments on detection 
of buried objects have been conducted with the linear array LAMBDIS mounted on a vehicle that demonstrated the ability 
of the linear array LAMBDIS to obtain vibration images of the ground surface and detect buried objects from a moving 
vehicle in real-time. Figure 2 shows an example of a frequency response (a) of a buried object and vibration images (b) of 
the buried object obtained for different vibration frequencies. 

 

 
Figure 2. Frequency response (a) and vibration images (b) of a buried object for different frequencies  

However, while the linear array LAMBDIS allows for fast simultaneous vibration measurement in a linear array of points 
on the object, increasing the speed of scanning results in reduced spatial resolution due to smaller number of sampling 
points in the scanning direction across the scanned area. As the result, the vibration image for a selected frequency band 
is getting blurred with the increase in the scanning speed. This is illustrated by Figure 3, which shows a vibration image 
of an object obtained with the different speed of beams: 0.1 m/s (a), 0.2 m/s (b), and 0.4 m/s (c).  

 

 
Figure 3. Vibration image of an object obtained with the different speed of beams: (a) – 0.1 m/s, (b) – 0.2 m/s, (c) – 0.4 m/s. 

In order to overcome this limitation of the linear array LAMBDIS caused by the speed of scanning, we developed a 2D 
array LAMBDIS that employs a two-dimensional matrix array of laser beams and measures the whole area of interest at 
all points simultaneously. 
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3. 2D ARRAY LAMBDIS 
The functional layout of the 2D array LAMBDIS is shown in Figure 4. The principle of operation of the 2D array 
LAMBDIS is based on the interference of light reflected from different points on the object surface illuminated with a 
matrix array of laser beams. A matrix array of 34 x 23 laser beams (only 7 x 5 beams are shown for clarity), is generated 
by a beam array generator of the sensor and focused onto an object, for example the ground surface.  

 
Figure 4. Functional layout of 2D array LAMBDIS 

Beams in adjacent rows of the array have different optical frequencies, F1 and F2. A receiver lens and a shearing 
interferometer create two sheared images of the laser spots which are captured using a high-speed CMOS digital camera. 
The two images are sheared relative to each other by an odd number of intervals between neighboring rows of laser spots, 
so that the images of laser spots with frequency F1 are overlapped with the images of laser spots with frequency F2. The 
light from each pair of overlapped laser spots interfere on the high-speed digital CMOS camera, producing heterodyne 
signals with the carrier frequency 2 1CF F F= − . Digital demodulation of the heterodyne signals recorded by the camera 
provides computation of the velocity difference between the corresponding points on the object, and creates a vibration 
image of the measured area illuminated with the 2D array of beams. Motion of the sensor causes approximately the same 
Doppler shift for all beams, which is automatically subtracted from the measurements. Due to the simultaneous 
measurements of the vibration at all points of the interrogated area, the vibration phase between object points is preserved 
in the measurement results, which allows for computation of a vibration phase and the instantaneous velocity image. 
Measurement time can be significantly shorter as compared to measurements with a scanning linear array of beams of the 
linear array LAMBDIS. 

3.1 Optical Layout 

The optical schematic of the 2D array LAMBDIS is shown in Figure 5. The schematic works as follows. The laser beam 
is divided by a non-polarizing beamsplitter NPBS1 into two beams, each of them is frequency shifted by a different amount 
of F1 = 110 MHz and F2 = 110.01 MHz respectively by using acousto-optical modulators AOM1 and AOM2. Half-wave 
plates HWP1 and HWP2 are used to adjust the polarization direction of the laser beams. Frequency shifted beams are then 
combined together on the focusable beam expander BE using mirrors M1-M2 and a polarizing beamsplitter PBS. 
Frequency shifted beams pass through the beam expander, and are incident onto a diffractive optical element beam splitter 
DOE. The DOE splits frequency shifted beams into two identical linear arrays of beams. The DOE used in the design splits 
each incident beam into a matrix of 17 (X) x 23(Y) beams with the full pattern angles of 17.3 x 13.2 degrees. The angle 
between the two frequency shifted beams combined on the BE is adjusted in such a way that the two arrays of beams are 
sheared on the object surface in X-direction relative to each other by a half of an inter-beam spacing in the X-direction of 
the array, producing a combined 34 x 23 beam array, in which adjacent rows of beams in the X-direction have different 
optical frequencies F1 and F2. The beams are focused on the object surface by adjusting focus of the beam expander. The 
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light reflected back by the object surface enters a Michelson interferometer formed by non-polarizing beam splitting cube 
NPBS2 and mirrors M3 and M4. A lens and the Michelson interferometer create two laterally sheared images of laser 
spots on the object surface on the sensor of the CMOS camera.  The two images are sheared relative to each other in X-
direction by the odd number of intervals between neighboring rows of laser spots, so that the images of laser spots with 
frequency F1 are overlapped with the images of laser spots with frequency F2. 

 

 
 

Figure 5. Optical layout of 2D array LAMBDIS 

 
As a result, the light from each pair of corresponding laser spots on the object, which have different frequencies are mixed 
to interfere on the CMOS camera, producing heterodyne signals with the carrier frequency 𝐹𝐹𝐶𝐶 = 10 kHz.   The signals are 
recorded with the digital CMOS camera and demodulated on a personal computer ( PC), which  calculates the vibration 
velocity and phase difference for each pair of overlapped object points, and creates a vibration image of the measured area. 

 
3.2 Signal processing 

The block-diagram of the signal processing system is shown in Figure 6. The signal processing system consists of a high-
speed digital CMOS camera and a PC running MATLAB. A digital high-speed CMOS monochrome camera (Phantom 
VEO 1310) was used in the 2D array LAMBDIS design. The camera has the following major features: 1280 x 960 pixels 
in the standard and 640 x 480 pixels in the binning mode, 18 µm pixel size, and bit depth 12 bits. The camera was operated 
at 100,000 fps frame rate, capturing images with a resolution of 320 x 240 pixels in the 2 x 2 square binning mode. The 
high-speed CMOS camera captures images and stores a selected quantity of frames in its internal flash memory. These 
saved images are subsequently transferred to a computer PC. MATLAB, operating on the PC, manages tasks such as image 
reading, pixel selection, and the generation of carrier signals for the selected pixels. These carrier signals then undergo 
frequency demodulation by using an I&Q demodulation technique4,11, providing the computation of vibration velocity 
magnitude and phase. These steps contribute to the process of generating vibration images, which are finally presented on 
the computer monitor. 
 
 

Proc. of SPIE Vol. 12737  127370S-5Proc. of SPIE Vol. 12737  1273701-235



 
 

 
 

 
 

Figure 6. Block diagram of the signal processing system. 

3.3 Experimental results 

Performance of the 2D array LAMBDIS was experimentally verified in laboratory by measuring the vibration of a 
circumferentially clamped 250 mm diameter plate vibrating in a first axial-symmetric spatial mode at 100 Hz frequency. 
Figure 7 shows an example of a vibration velocity image using the velocity magnitude (a), vibration phase (b), and 
instantaneous vibration velocity (c) obtained by recording signals for 100 ms duration. The 2D array LAMBDIS measures 
vibration velocity difference between points on the object and provides a dynamic deformation gradient of the vibrating 
object surface. Simultaneous measurements at all points over the interrogated area allows for shorter measurement time in 
comparison to the linear array LAMBDIS. Figure 8 shows an example of vibration images of the vibrating plate for 
different measurement time: 100 ms, 10 ms, 5 ms, and 2.5 ms, and corresponding segments of the time-domain vibration 
signal.  

 
Figure 7. Vibration velocity image of a circumferentially clamped circular plate obtained with the 2D array LAMBDIS: (a) – velocity 

magnitude, (b) – vibration phase, (c) – instantaneous velocity. 
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Figure 8. Vibration images of the circular plate vibrating at 100 Hz frequency and corresponding segments of the time-domain signal 

for different measurement times: (a) – 100 ms, (b) – 10 ms, (c) – 5 ms, and (d) – 2.5 ms, 

One can see from Figure 8 that the vibration image quality stayed the same for the number of periods of the recorded 
vibration signal decreasing from 10 (a) down to 0.5 (c) periods. With the further reduction in the measurement time, for 
example down to 0.25 periods of vibration (d), the contrast of the vibration image decreases.  So, the vibration image could 
be obtained for the time shorter than one period of vibration. Experiments on detection of buried objects were conducted 
in laboratory. A schematic of the experimental setup is shown in Figure 9 (a).  

 
Figure 9. Schematic of the experimental setup for detection of a buried object (a) and a photograph of the array of beams on the sand 
surface over the buried object (b). 

A fan of beams from the 2D array LAMBDIS setup was directed to the surface of a sand box with a buried object by using 
a folding mirror. The 34 x 23 array of beams covers 77 x 56 centimeters area on the sand surface.  A photograph of the 
array of beams on the sand surface over the buried object is shown in Figure 9 (b). A loudspeaker was used to excite 
vibration of sand by using a broadband excitation signal in the frequency band from 40 to 200 Hz. A frequency response 
of the buried object measured with a scanning LDV is shown in Figure 10. One can see from Figure 10, that the buried 
object has a resonance at 100 Hz frequency.  
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Figure 10. Frequency response of the buried object  

The 2D array LAMBDIS measurements were completed for different measurement times. Figure 11 shows instantaneous 
vibration velocity images of the buried object for 100 Hz frequency obtained for different measurement times: (a) – 1 s, 
(b) – 100 ms, (c) – 40 ms, and (d) – 10 ms. 

 
Figure 11. Instantaneous vibration velocity image of the buried object for 100 Hz frequency obtained for different measurement 
times: (a) – 1 s, (b) – 100 ms, (c) – 40 ms, and (d) – 10 ms. 

One can see from Figure 11 that the buried object could be detected for the measurement time as short as 10 ms, which 
corresponds to one period of vibration. 

4. CONCLUSIONS 

A linear and a 2D array Laser Multi-Beam Differential Interferometric Sensors for whole-field vibration measurements 
have been developed. The sensors have low sensitivity to the motion of the sensor itself and allow operation from a moving 
platform. The linear array sensor measures velocity difference between points on the object illuminated with a linear array 
of 30 laser beams, and creates a vibration image of the object by scanning the linear array of beams in a transverse direction. 
The 2D array sensor simultaneously measures velocity difference between points on the object over the whole area 
illuminated with an array of 34 x 23 laser beams. Simultaneous measurements at all points allow for the fast recording of 
the vibration image, and allow the calculation of the vibration phase and instantaneous velocity. The 2D array sensor is 
capable of whole-field vibration measurements using times shorter than one period of vibration. The experiments 
demonstrated the ability of the 2D array sensor to provide a vibration image of the ground surface for laser-acoustic 
detection of buried objects for the measurement time as short as the period of vibration. 
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ABSTRACT

The number of satellites is rapidly growing, hence the demand for increasingly precise knowledge of the satellites’
orbital parameters is essential to avoid collisions, debris, and efficient use of the orbits. Recognizing, cataloging,
and measuring with better confidence are actions crucial to preserve the health of crewed and uncrewed flying
objects. Moreover, strategies to distinguish them may vary: TNO is developing suitable optical instrumentation
for flying object reconnaissance along these two main paths. The satellite license plate (SLP) is a collaborative
method based on a tag mounted on the satellite before launch. This plate consists of retroreflectors and wisely
arranged bandpass filters. Therefore, it is passive and needs no power as opposed to an onboard radio beacon.
Once a ground-based laser terminal illuminates the tag attached to the satellite, it sends back to Earth a signal
encoding a unique identifier in the spectral domain. The current activities of TNO focus on proof-of-principle
experiments in relevant environments (free-space tests over 2.5 km distances) and system design.

Keywords: Space Situational Awareness, Satellite Identification, Space Debris, Optical Ground Station

1. INTRODUCTION

Artificial satellites are essential in modern society, from television signal transmission to complex weather mon-
itoring systems. As the deployment costs for satellite decrease, their number in orbit increases.1 The forecast
is to have more crowded orbits with tighter requirements for orbital station keeping. This leads to a traffic in
space, which can be a risk for the missions due to collisions or need for frequent manouvering to avoid these
collisions. Moreover, these spacecraft have a lifetime for their operation. After this, they become obsolete objects
which can collide with others leaving fragments in space adrift.2 Orbit-keeping is crucial to avoid collisions, and
identifying the satellites allows the management of the overall courses. The current methodologies to identify
satellites are based on technologies already available, like RADAR and optical observation.3–5

Currently at TNO we are developing several systems to favor Space Situational Awareness.6 Amongst these
we are looking into non-cooperative and cooperative methods. The non-cooperative method exploits the property
of the light backscattered from the satellite, to retrieve information on shape and material of the satellite under
observation. This method is described in more detail in the connected paper.7 In this work, we present a
cooperative solution for satellite identification. Our technique is based on a passive component, a license plate,
containing an array of retroreflectors and a specific amount of band-pass filters. This device is attached to the
surface of the satellite without being latched to the power-bus. To recognize the satellite, a ground station shall
illuminate the license plate on the satellite using frequency multiplexed modulated light containing the center
wavelengths of the band-pass filters. By demultiplexing and detecting the reflected light, the ground station can
distinguish the number of filters for each wavelength. Therefore, it can identify the satellite license plate. Figure
1 illustrates the concept of the technique. Although the method presents limitations due to the cooperation
necessity, it requires the same processing level as a satellite communication system and provides, in principle,
more codes to identify satellites than other techniques.8–10 Furthermore, the elements to build it are technologies
available in the market.
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Figure 1. The architecture for tracking and reconnaissance of satellites. Different laser sources produce light at different
wavelengths, matching the center wavelengths of the filters in the license plate. The telescope illuminates the satellite and
measures the reflected light. The detection system demultiplexes the incoming light and measures the spectral components
allowing the system to decode and distinguish the number of filters in the license plate.

2. SATELLITE LICENSE PLATE

The recognition process of a satellite is divided into three steps: light multiplexing, modulation and transmission,
reflected light reception, demultiplexing and decoding. The first step starts when the line of sight with a
cooperative satellite is established. The ground station must be capable of generating multiple wavelengths, which
are matched to the class of band-pass filters. The generated spectral channels are modulated simultaneously
with a pulse to select in time the measurement window and to be able to calculate the distance. Then, these
signals are combined and sent via a telescope to illuminate the cooperative satellite.

Then, the pulsed multiplexed light reflects off the license plate and propagates in the same direction as the
transmitted light since the mirrors in the tags are retroreflectors. Note that the reflected intensity for each
wavelength depends on the number of filters centered at that wavelength. This light is received by the same
telescope used for transmission. The received signal is demultiplexed in its spectral channels. Subsequently, they
are individually detected.

With the detected signal, we can calculate the average power on each channel. To decouple the effect of the
attenuation to this measurement, we compare the power ratio for each channel to the total. Then, the result
is compared to a constellation of nominal signatures that relates the ratios to the code. Using the maximum
likelihood approach, a decoding software maps the measured signal to a specific code related to the number of
filters in the license plate, identifying the satellite.

3. CONCLUSION AND FUTURE WORK

Recently, we have been developing a proof-of-principle experiment on a limited scale system with only 5 unique
combinations. The test setup consists of a free space optical link of 2.45 km, with a prototype of the optical
ground station on one end, and the retroreflecting tag on the other. This test, whose results are currently under
processing, constitutes a representative case for the technology employed. Moreover, it serves as a validation of
the current model used to decode the tag configuration from the actual optical signals receivded.
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The future developments will be focused on the development of the full optical ground station, on the basis
of the knowledge acquired during the ground to ground test. The optical ground station would be targeted to
the tracking and identification of Low-Earth-Orbit (LEO) satellites, which potentially will mount a compatible
license plate.
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ABSTRACT 

Hyperspectral cameras are optical instruments that are designed for capturing spatial information from a scene in such a 

way that each pixel contains the spectrum of the corresponding small scene area. One of the important factors when 

assessing camera performance, is the amount of spatial and spectral information in the acquired hyperspectral data. 

Traditionally, these are directly communicated to users as spatial pixel count and spectral band count. However, 

depending on the width of the sampling point spread function (SPSF) and of the spectral response function (SRF), the 

amount of acquired information may be significantly different for two cameras – even if the specified pixel and band 

counts are the same. As a better indication of the amount of acquired information, the authors suggest using two new 

specifications in the camera specification sheet: equivalent pixel count (EPC) and equivalent band count (EBC). Both 

specifications are derived from an optical resolution criterion such as full width at half-maximum (FWHM) of the SPSF 

and SRF. With the pixel count being a universally known and intuitive concept, and FWHM being a well-established 

resolution criterion, EPC and EBC specifications would allow for a quick and easy comparison between cameras with 

significantly different degree of optical blur, pixel count, and band count. EBC and EPC are drafted to be included in the 

upcoming standard dedicated to hyperspectral imaging devices. The standard is currently being finalized by P4001 

working group, sponsored by the IEEE Geoscience and Remote Sensing Society standards committee. 

Keywords: hyperspectral, camera, imaging, spectroscopy, EBC, EPC, equivalent pixel count, equivalent band count 

 

1. INTRODUCTION 

Hyperspectral cameras are optical instruments that are designed for capturing spatial information from a scene in such a 

way that each pixel contains the spectrum of the corresponding small scene area1. The quality of the hyperspectral data 

acquired by such a camera, depends on many factors, and many parameters are usually needed to adequately describe 

camera performance. 

Different manufacturers of hyperspectral cameras take different approaches in specifying their cameras. Recognizing 

shortcomings in current practices, the IEEE Standards Association has established Project 4001 "Standard for 

Characterization and Calibration of Ultraviolet through Shortwave Infrared (250 nm to 2500 nm) Hyperspectral Imaging 

Devices" (P4001), sponsored by the IEEE Geoscience and Remote Sensing Society standards committee. A main aspect 

of the P4001 standard2, which is currently being finalized, is to define a set of characteristics that give a full description 

of hyperspectral camera performance. The criterion presented in this paper, is drafted to be a part of that set. 
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One of the important factors when assessing camera performance, is the amount of spatial and spectral information in the 

acquired hyperspectral data. Traditionally, these are directly communicated to users as spatial pixel count and spectral 

band count. In frame cameras, the pixel count is specified in x and y directions, whereas in pushbroom cameras, 

naturally, only the cross-track pixel count is specified. However, depending on the width of the sampling point spread 

function (SPSF) and of the spectral response function (SRF), the amount of the acquired information may be 

significantly different for any two cameras – even if the specified pixel and band counts are the same. Note, that in this 

context, when talking about the width of the SPSF or of the SRF, we are talking about the width of the function that 

contains the main part of the energy – such as full width at half-maximum (FWHM) or similar2,3,4,5,6. As the majority of 

users consider the specifications for pixel and band counts important when comparing cameras, there is a need for 

additional specifications that would more clearly indicate the amount of acquired spatial and spectral information (not 

merely the amount of data recorded on the data storage system during the image acquisition). This paper proposes such 

specifications. 

 

2. WHY IS IT NEEDED? 

Let us examine two simulated images (Fig.1). Both images have the same spatial pixel count 138x200 pixels, however, 

image (a) clearly contains significantly more spatial information than image (b). The difference is due to a much wider 

SPSF in the camera that captured image (b) compared to the SPSF of the camera that captured image (a) (a possibility of 

deblurring in post-processing is briefly discussed in Chapter 7). 

 

     Fig.1. Two images 138x200 pixels each. Although the spatial pixel count is the same for both images, there is a lot more 

spatial information in image (a) due to a narrower SPSF in that image compared to image (b) that has a significantly wider 

SPSF. The optical blur is simulated. 
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Due to a much larger optical blur in image (b), the SPSFs of adjacent spatial pixels overlap significantly. This overlap 

makes the signals in two adjacent pixels quite similar, masking spatial variations in the scene. Therefore, the two images 

(a) and (b) from two different cameras are significantly different in terms of the amount of spatial information, despite 

having exactly the same spatial pixel count 138x200 pixels. It would be convenient to express the difference between 

these two cameras with a quantity that resembles the pixel count, since the pixel count is what many (perhaps most?) 

people rate cameras with. 

The same is valid for the spectral dimension of hyperspectral images. Two cameras with the same spectral band count 

may acquire significantly different spectra in terms of the amount of spectral information, if these two cameras have 

significantly different SRF widths. Similarly to the situation with spatial pixels, for the spectral dimension it would be 

convenient to express the difference between the cameras with a quantity that resembles the spectral band count. Since 

the spectral dimension in a hyperspectral image is a single dimension, let us first discuss this quantity for the spectral 

data. 

 

3. EQUIVALENT SPECTRAL BAND COUNT AS A CRITERION FOR THE AMOUNT OF 

SPECTRAL INFORMATION 

The SRF describes the sensitivity of a spectral band (i.e., the sensitivity of a spectral pixel) as a function of wavelength7. 

The SRF takes into account the size of the light sensitive area of the sensor pixel, the optical PSF, and other factors (such 

as the slit width in pushbroom hyperspectral cameras). The SRF width relative to the spectral pixel pitch (i.e., relative to 

the spectral sampling) may vary significantly between hyperspectral cameras. Just like with spatial pixels (see Fig.1), for 

a defined spectral range, a camera with a wider SRF will show less detail in the spectra than a camera with a narrower 

SRF – even if the spectral band count is the same in both cameras. When SRFs are significantly wider than the spectral 

pixel pitch, the SRFs of two adjacent spectral pixels have a large overlap. Because of this, the signal in two adjacent 

spectral pixels (i.e., bands) becomes similar, masking narrow spectral features; see Fig.2 for the examples of narrow and 

wide SRFs, and their overlap for two adjacent spectral bands. 

If two adjacent SRFs were far enough from each other, so that the overlap would be acceptably small, there would be 

less crosstalk between the two adjacent spectral channels, they would be more independent from one another, and narrow 

spectral features would be more visible. But what is far enough? There is a known and widely accepted criterion for 

spectral resolution – SRF Full Width at Half-Maximum (FWHM). Note that SRF FWHM is used either as the actual 

measured width at half-maximum, or as a more robust equivalent of FWHM2,3,4,5,6 – the actual measured width at half-

maximum depends on only three points on the SRF curve and is therefore not robust with respect to peak shape. In this 

paper, we refer to the width measure simply as FWHM, noting that it is beneficial to use a more robust measure of width 

than the basic FWHM. 

Let us first consider the case when SRF FWHM is larger than the spectral pixel pitch – this is by far the most usual case. 

There will be a significant overlap between SRF FWHMs for adjacent spectral pixels. It can be argued that in this case 

the bands, i.e., the spectral pixels, are positioned too close to each other. An SPSF can be approximated with a 

rectangular function of the same width as the SRF FWHM. Referring to this approximation, we can adopt a pragmatic 

criterion for independence of two neighboring bands, namely that their FWHM width is not larger than the spectral 

sampling interval. According to this criterion, two SRFs are reasonably independent (i.e., two SRFs have small enough 

overlap to be considered independent) when their rectangular function approximations are positioned next to each other 

with no gap between them (Fig.3). 

Proc. of SPIE Vol. 12737  127370U-3Proc. of SPIE Vol. 12737  1273701-245



 

 
 

 

 

     Fig.2 SRFs (red and green curves) of two adjacent spectral pixels (i.e., bands) are shown for two cameras. The camera 

shown in (a) has a quite narrow SRF compared to the pixel pitch. Because of this, the crosstalk between the two adjacent 

spectral pixels, that is indicated by the small overlap between the two SRFs, will be small. If the crosstalk between the bands 

is small, the camera will be capable of resolving narrow spectral features. The camera shown in (b), however, has very 

strong crosstalk between the two adjacent spectral pixels – the overlapping region for the two SRFs is very large. Therefore, 

the camera (b) will not be able to resolve narrow spectral features – the two adjacent pixels will capture more or less the 

same signal. 

 

 

     Fig.3. Two SRFs from Fig.2a approximated with rectangular functions of the same widths as the SRF FWHMs. These 

two rectangular functions are placed next to each other so that there is no gap or overlap between them. 
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Let us consider a narrow portion of the camera’s spectral range Δλ where the SRF FWHM for all bands is approximately 

the same. Let us, for now, denote the SRF FWHM for band k as WSRF(k) (valid for an SRF FWHM larger than the spectral 

pixel pitch, see Eq.3 for details). To meet the condition of independence discussed above, the density of SRFs (the 

number of SRFs within a narrow Δλ) would need to be lower by a factor 1/WSRF(k). By using this factor and the number 

of spectral bands that the camera has, we can derive an equivalent band count (EBC) that would indicate the amount of 

spectral information that the camera captures. Knowing the SRF FWHM for each spectral band, the equivalent band 

count can be calculated as 

 

 
 

(1) 

where L is the spectral band count and WSRF(k) is the SRF FWHM for band k. The SRF FWHM is expressed relative to 

the spectral pixel pitch, i.e., to the spectral sampling in the corresponding spectral band. 1/WSRF(k) can be seen as a 

property of each spectral pixel that indicates how optically sharp that spectral pixel is. The equivalent band count can 

also be interpreted as the camera’s band count L multiplied by the average inverse SRF FWHM: 

 

 

(2) 

 

In some cases (for example, due to the sensor pixel design) the SRF FWHM may be narrower than the spectral pixel 

pitch. In such cases Eq.1 would generate a value for the equivalent band count that is larger than the actual band count in 

the recorded hyperspectral data. This would be illogical, since such a camera will actually have worse performance (“not 

seeing” parts of the spectral range very well) and will not provide more spectral information than the number of spectral 

samples (i.e., the band count) for a given spatial pixel. Therefore, WSRF(k) shall be interpreted as 

 

 

 
(3) 

 

In a real camera, the SRF FWHM for band k is typically field dependent, i.e., it is different for different spatial pixels. 

The SRF for the band k in this chapter is the average of all SRFs for that band for all pixels within the camera’s field of 

view. Note that small changes of the central wavelength in the band k across the camera’s field of view (known as smile 

in pushbroom cameras) shall be interpreted as widening of the average SRFk. Although, it can be argued that within a 

single spatial pixel such a shift does not blur the spectrum, it is common to assume that any band k in the final 

hyperspectral datacube (possibly after resampling) has the same central wavelength across the entire field of view. The 

situation may change in the future but, considering the current practices, it is correct to interpret these changes as 

widening of the average SRFk. 

The equivalent band count EBC shown in this chapter, is a single number that indicates the amount of spectral 

information in the hyperspectral data. It is derived from the SRF FWHM which is widely accepted as a criterion for 

spectral resolution. 

All the equations shall be applied to the final datacube, i.e., after all intended processing (dark-frame correction, 

radiometric calibration, resampling, binning, etc.) of the acquired raw sensor data has been done. 
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4. EQUIVALENT PIXEL COUNT AS A CRITERION FOR THE AMOUNT OF SPATIAL 

INFORMATION 

The SPSF describes the sensitivity of a spatial pixel as a function of the spatial coordinate. In several publications7,8,9 the 

SPSF is also called the Spatial Response Function (SiRF) or the Angular Response Function (ARF). The SPSF takes into 

account the size of the light sensitive area of the sensor pixel, the optical PSF, and possible other factors specific for a 

camera architecture. The SPSF width compared to the spatial pixel pitch may vary significantly between hyperspectral 

cameras. A two-dimensional SPSF can be approximated10 by its width in two orthogonal directions x and y. If, in a given 

camera, all SPSFs for all spatial pixels were the same, it would be possible to imagine the equivalent pixel count EPC 

that is derived from SPSF FWHM, as counting identical rectangular boxes fitted within the camera’s field of view – each 

box having x- and y-dimensions SPSF FWHMx and SPSF FWHMy respectively. However, a typical camera will have 

different SPSF FWHMx and SPSF FWHMy for each pixel, and that direct geometrical interpretation will become 

somewhat chaotic. This can be fixed by treating the x- and y- directions independently from each other, and using the 

same averaging as in Chapter 3 for one of the dimensions. This approach is also useful for another reason: for a two-

dimensional image, it is more practical to know the x- and y- pixel counts separately, rather than the total number of 

pixels in the image. 

Let us consider a hyperspectral image MxN pixels. The equivalent pixel count EPC in each direction can then be 

calculated as: 

 

 

(4) 

 

 

 

(5) 

 

where M is the spatial pixel count in the x-direction, N is the spatial pixel count in the y-direction, WSPSFx(i,j) is the SPSF 

FWHM in the x-direction for the pixel i,j (valid for a SPSF FWHM larger than the spatial pixel pitch, see Eq.8 for 

details), and WSPSFy(i,j) is the SPSF FWHM in the y-direction for the pixel i,j (valid for a SPSF FWHM larger than the 

spatial pixel pitch, see Eq.8 for details). The SPSF FWHM is expressed relative to the spatial pixel pitch in the 

corresponding pixel. As it was with the spectral pixels, 1/WSPSF can be seen as a property of each spatial pixel that 

indicates how optically sharp this pixel is in the x- or y-direction. Similarly to the spectral bands in the previous chapter, 

the equivalent pixel count in the x-direction can be interpreted as the camera’s pixel count in the x-direction M 

multiplied by the average inverse SPSF FWHMx: 

 

 

 

(6) 

 

And in the y-direction, the equivalent pixel count can be interpreted as the camera’s pixel count in the y-direction N 

multiplied by the average inverse SPSF FWHMy: 

 

 

 

(7) 
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In some cases (for example, due to the sensor pixel design in combination with a very narrow optical point spread 

function) the SPSF FWHM may be narrower than the spatial pixel pitch. In such cases Eq.4 – Eq.7 would generate a 

value for the equivalent pixel count that is larger than the actual spatial pixel count in the recorded hyperspectral data. 

This would be illogical since a camera will not provide more spatial information than the number of spatial samples (i.e., 

the number of spatial pixels), and would actually have worse performance (“not seeing” parts of the scene very well). 

Therefore, WSPSF for both the x- and y-directions shall be interpreted as: 

 

 

 
(8) 

 

where SPSF FWHM is taken in the corresponding direction for each corresponding spatial pixel. 

In a real camera, the SPSF FWHM for any spatial pixel i,j is wavelength dependent, i.e., it is different in different 

spectral bands. The SPSF for any spatial pixel i,j in this chapter is the average of all SPSFs for that spatial pixel across 

the camera’s spectral range. Note that small changes of the SPSF peak position as a function of wavelength (known as 

keystone in pushbroom cameras) shall be interpreted as widening of the average SPSFi,j. That is because the vast 

majority of processing methods assume that keystone is absent in the final hyperspectral datacube. The situation may 

change in the future but, considering the current practices, it is correct to interpret these small spatial shifts of the SPSF 

peaks as widening of the average SPSFi,j. 

Similarly to the discussion in Chapter 3, SPSF FWHM can be used either as the actual measured width at half-maximum, 

or as a more robust equivalent of FWHM2,3,4,5,6. The authors recommend using a robust equivalent of FWHM for SPSF 

FWHM. 

The equivalent pixel counts EPCx and EPCy shown in this chapter, are single numbers (one for the x-direction and the 

other one for the y-direction of the image) that indicate the amount of spatial information in the hyperspectral data in the 

respective spatial dimensions. It is derived from the SPSF FWHM which is widely accepted as a criterion for spatial 

resolution. 

All the equations shall be applied to the final datacube, i.e., after all intended processing (dark-frame correction, 

radiometric calibration, resampling, binning, etc.) of the acquired raw sensor data has been done. 

 

5. APPLYING EQUIVALENT PIXEL COUNT TO PUSHBROOM HYPERSPECTRAL CAMERAS 

Pushbroom architecture is very important in hyperspectral imaging. Cameras that are built using this architecture, are 

common in many hyperspectral applications. These cameras require a scanning motion in one direction (called along-

track direction) for forming a 2D image, because in a static position they have several pixels in the cross-track direction 

but only a single pixel in the along-track direction1,7,9. Moreover, the along-track pixel pitch is defined by the scanning 

speed and the camera’s framerate, i.e., it is not locked to a single value in the camera hardware. 

Let us first address the cross-track (i.e., the x-direction) EPC. This is a one-dimensional case, and the equation that 

describes it, will be identical to that for the spectral direction as described in Chapter 3: 

 

 

 

(9) 

 

where M is the spatial pixel count in the x-direction (i.e., cross-track), WSPSFx(i) is the SPSF FWHM in the x-direction for 

the pixel i (valid for a SPSF FWHM larger than the spatial pixel pitch, see Eq.11 for details). The SPSF FWHM is 

expressed relative to the spatial pixel pitch in the corresponding pixel. 
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The equivalent pixel count in the cross-track direction can be interpreted as the camera’s pixel count M multiplied by the 

average inverse SPSF FWHM in the cross-track direction: 

 

 

 

(10) 

 

To handle the cases where the SPSF FWHM is narrower than the pixel pitch, WSPSFx shall be interpreted as: 

 

 

 

(11) 

 

For the along-track EPC, Eq.5 can be used. However, there are two concepts that need to be addressed: the along-track 

pixel pitch and the along-track pixel count. Neither of these values are locked in the pushbroom camera hardware. 

Let us first address the along-track pixel pitch. Although the along-track pixel pitch in a pushbroom camera can be set 

relatively freely (some pushbroom cameras, due to the predefined scanning motion, are exceptions), in reality most users 

prefer, and even expect, square pixels in the image. Also, comparison of spatial performance in the along- and cross-

track directions is easier and more intuitive if the pixel pitch in these two directions is the same. So, for the purpose of 

calculating the equivalent pixel count in the along-track direction, we will assume square pixels, i.e., the same pixel pitch 

in the along- and cross-track directions (unless a different along-track pixel pitch is specified by the camera 

manufacturer). 

Regarding the number of along-track pixels in the image, this number can be arbitrary: the longer a pushbroom camera 

runs uninterrupted, the longer image it manages to acquire in the along-track direction. Therefore, for pushbroom 

cameras, instead of setting a fixed along-track pixel count in an acquired image, it is more useful to specify a coefficient 

P that establishes a relationship between the number of the recorded along-track pixels N and the equivalent pixel count 

EPCy: 

 
 

(12) 

 

Of course, we already know what that coefficient is – for one along-track pixel line (formed by a single spatial camera 

pixel during the scanning motion) it is 1/WSPSFy. In a real camera 1/WSPSFy is different for every along-track pixel line, 

because SPSF FWHMy is different for every camera pixel i. Utilizing a similar approach that was used for the spectral 

direction (Eq.2) and the spatial directions (Eq.6 and Eq.7), this can be addressed by averaging the inverse along-track 

SPSF FWHM for each pixel: 

 

 

(13) 

where 

 

 

 

(14) 

 

with SPSF FWHM taken in the along-track direction for each corresponding spatial pixel. 
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Now, if a pushbroom camera is specified as having P=0.7, for example, then a camera user will know that a 5000 pixels 

long image will have 3500 equivalent pixels along-track, a 10000 pixels long image will have 7000 equivalent pixels 

along-track, and so on. 

6. CALCULATING EQUIVALENT PIXEL COUNT WHEN USING ABSOLUTE UNITS FOR SRF 

FWHM AND SPSF FWHM 

So far, the SRF FWHM has been expressed relative to the spectral pixel pitch, i.e., to the spectral sampling in the 

corresponding spectral band. Similarly, SPSF FWHM has been expressed relative to the spatial pixel pitch in the 

corresponding spatial pixel. Depending on the context, it may be more convenient to express SRF FWHM and SPSF 

FWHM in absolute units (such as nm and mrad respectively) instead of expressing it relative to the spectral sampling (as 

in Eq.1 – Eq.3) and relative to the spatial pixel pitch (as in Eq.4 – Eq.14). Simply by substituting the relative FWHM in 

those equations with the ratio of the FWHM in absolute units to the sampling interval in the corresponding pixel, Eq.1 – 

Eq.14 in Chapters 3 – 5 can be adapted for using absolute units. 

Let us first consider the spectral direction described in Chapter 3. WSRF(k) is: 

 

 

 

(15) 

 

where W’SRF(k) is the SRF FWHM in the band k, and Sk is the spectral sampling in band k – both expressed in absolute 

units such as nanometers. Then, Eq.1 – Eq.3 can be rewritten as Eq.16 – Eq.18 respectively: 

 

 

 

(16) 

 

 

 

(17) 

 

 

 

 

(18) 

 

Note that the SRF FWHM’ in Eq.18 is SRF FWHM expressed in absolute units. 

Depending on the circumstances (the task at hand, provided camera specifications, etc.) it may be more convenient 

either: 

a) expressing SRF FWHM relative to the spectral sampling in the corresponding band and using Eq.1 – Eq.3, or 

b) expressing SRF FWHM in absolute units (such as nm) and using Eq.16 – Eq.18. 

 

 

 

 

Proc. of SPIE Vol. 12737  127370U-9Proc. of SPIE Vol. 12737  1273701-251



 

 
 

 

Let us now consider the spatial directions. In the x-direction, WSPSFx(i,j) is: 

 

 

 

(19) 

 

where W’SPSFx(i,j) is the SPSF FWHM in the x-direction in pixel i,j, and Sx(i,j) is the spatial pixel sampling in the 

corresponding spatial pixel in the x-direction – both expressed in absolute units such as milliradians. Similarly, in the y-

direction: 

 

 

(20) 

 

where W’SPSFy(i,j) is the SPSF FWHM in the y-direction in pixel i,j, and Sy(i,j) is the spatial pixel sampling in the 

corresponding spatial pixel in the y-direction – both expressed in absolute units. 

Then, Eq.4 – Eq.8 can be rewritten as Eq.21 – Eq.26: 

 

 

 

(21) 

 

 

 

(22) 

 

The equivalent pixel count in the x-direction can be interpreted as the camera’s pixel count in the x-direction M 

multiplied by the average ratio of the pixel pitch to the SPSF FWHMx: 

 

 

 

(23) 

where 

 

 

(24) 

 

with the SPSF FWHMx’ in Eq.24 expressed in absolute units. 

In the y-direction, the equivalent pixel count can be interpreted as the camera’s pixel count in the y-direction N 

multiplied by the average ratio of the pixel pitch to SPSF FWHMy: 

 

 

 

(25) 
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where 

 

 

(26) 

 

with the SPSF FWHMy’ in Eq.26 expressed in absolute units. 

The EPC in pushbroom cameras can be addressed in the same way – by using the substitutions Eq.19 and Eq.20. Then 

Eq.9 – Eq.11 become Eq.27 – Eq.29 respectively, and Eq.13, Eq.14 become Eq.30, Eq.31 respectively: 

 

 

 

(27) 

 

 

 

(28) 

 

 

 

(29) 

 

with the SPSF FWHMx’ in Eq.29 expressed in absolute units. 

 

 

 

(30) 

 

 

 

(31) 

 

with the SPSF FWHMy’ in Eq.31 taken in the along-track direction for each corresponding spatial pixel and expressed in 

absolute units. 

After calculating Eq.30, the along-track EPCy can be calculated using Eq.12, as described in Chapter 5. 

 

7. DISCUSSION 

FWHM of SPSF and SRF are not only defined by the camera hardware. FWHM can be increased or decreased in post-

processing. Such processing will change the signal-to-noise ratio (SNR) in the data and may introduce artifacts. A 

camera manufacturer may choose to use the native FWHM (as created by the optics and the sensor pixels) or to post-

process the data for achieving the desired balance between the complexity of the optical design, FWHM, and SNR. 

When evaluating camera performance (or comparing two cameras) it is important to assess the quality of the final 

hyperspectral datacube, when all the intended processing has been applied to the acquired raw data. This approach has 

been recommended throughout this paper. 
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Intuitively, we may perceive a camera with large SPSFs or SRFs (compared to the pixel pitch) as inferior to another 

camera with significantly smaller SPSFs and SRFs. It is important to note that the reality is more nuanced. Cameras with 

large SRFs (relative to spectral sampling) can detect a position of a narrow absorption or emission line more precisely. 

Cameras with large SPSFs (relative to pixel pitch) allow for more precise resampling and better tracking of changes in 

the scene. It may also be easier to compare hyperspectral images acquired by different cameras if these cameras have 

wide SPSFs and SRFs. This is not surprising, since wide SPSFs and SRFs act as low pass filters for spatial frequencies, 

and we know from the Nyquist theorem that the pixel pitch needs to be small relative to the period of the highest spatial 

frequency if we need to fully sample a signal. So, there are advantages associated with optically blurry cameras. 

On the other hand, a wide SPSF or SRF means that a signal from a small spatial object or a narrow spectral feature is 

distributed over more sensor pixels, and the detection limit will suffer compared to an optically sharp camera. And most 

importantly, we shall remember that, for a given number of pixels, the advantages associated with optically blurry 

cameras come at the cost of spatial and spectral details in the image. It is possible to compensate for the loss of the 

details by having more spatial pixels and more spectral bands, and by designing new optics for the higher pixel count. 

This is why the equivalent pixel count and the equivalent band count are very useful: they adequately quantify the 

amount of details in the image for sharp and blurry cameras with different physical pixel counts, making a comparison 

between cameras quick and easy. 

 

8. CONCLUSION 

Due to different SPSF and SRF widths in different hyperspectral cameras, pixel count and band count are not reliable 

indicators for the amount of spatial and spectral information that a hyperspectral camera captures. The authors suggest 

using the equivalent pixel count (EPC) and the equivalent band count (EBC) in camera specifications. With the pixel 

count being a universally known and intuitive concept, these specifications would allow quick and easy comparison 

between cameras with significantly different degrees of optical blur, pixel count, and band count. 

If SRF FWHM and SPSF FWHM are expressed as a fraction of band pitch or pixel pitch, the following equations shall 

be used: 

• For calculating EBC, Eq.1 or Eq.2, using the condition described in Eq.3; 

• For calculating EPC, Eq.4, Eq.5 (or Eq.6, Eq.7), using the condition described in Eq.8; 

• Additionally, for calculating EPC for pushbroom cameras 

o in the cross-track direction, Eq.9 or Eq.10, using the condition described in Eq.11; 

o in the along-track direction, Eq.12 and Eq.13, using the condition described in Eq.14. 

If SRF FWHM and SPSF FWHM are expressed in absolute units (such as nanometers and milliradians respectively), the 

following equations shall be used: 

• For calculating EBC, Eq.16 or Eq.17, using the condition described in Eq.18; 

• For calculating EPC, Eq.21, Eq.22 or Eq.23, Eq.25 using the conditions described in Eq.24 and Eq.26; 

• Additionally, for calculating EPC for pushbroom cameras: 

o in the cross-track direction for pushbroom cameras, Eq.27 or Eq.28 using the condition Eq. 29; 

o in the along-track direction for pushbroom cameras, Eq.30 and Eq.12 using the condition described in 

Eq.31. 
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ABSTRACT   

In view of the application of optical remote sensing disaster emergency rescue under the complex environment of low 

illumination at night, the optical remote sensing imaging technology under the condition of low illumination and low 

signal-to-noise ratio was studied. The compressed sensing technology of thin film diffraction grating primary mirror is 

used to realize large-aperture optical acquisition. The sensing ability of large dynamic range is increased by Geiger 

pattern imaging technology, and the dim and weak targets are identified by semantic sensing algorithm. The system 

realizes target recognition under the condition of extremely low image signal-to-noise ratio through the design of the 

new system's main mirror flattening and the aliasing compression and decoupling of spatial information and spectral 

information. The technology has completed space-based scheme design and desktop principle verification tests, and the 

spectral resolution reaches 5nm, realizing fast target search and recognition.  

Keywords: Low-light level imaging, Computational remote sensing, Diffraction grating primary mirror, Emergency 

disaster reduction 

 

 

1. INTRODUCTION  

Space remote sensing satellites can cover, identify, measure, search and discover a large area of the ground by flying in 

high orbit. Especially in complex environments, optical remote sensing plays an important role in disaster monitoring 

and emergency rescue [1]. However, the traditional target recognition technology is mainly realized by extracting the 

target image from the visible light image of the measured area, and this method has certain limitations, because the 

acquisition of visible light image is often affected by the environment, and can not realize all-weather work. At present, 

the on-orbit imaging mainly relies on the solar reflection spectrum during the day for detection. Under the conditions of 

low illumination and low signal-to-noise ratio at night and dawn and dusk, there is not enough light energy to image, and 

its detection ability is greatly limited. There are a lot of reports that night detection can be used for major event 

assessment, urbanization detection, application of remote sensing data of night light [2], research on night city light 

comparison before and after the Syrian war [3], fire source detection [4] and other applications have received more and 

more attention. 

Luminous remote sensing originated in the 1970s, after nearly half a century of development, at present, there are mainly 

three types of low-light level loads operating on orbit abroad. They are the Line of Service Scanning System (OLS) [5], 

the National Polar Orbit Operational Environmental Satellite System Preparation Project (NPP) [6], and the Visible 

Infrared Imager/Radiometer Group (VIIRS) [7] on NOAA-20, which is mounted on the U.S. Defense Meteorological 

Satellite (DMSP). At present, the only instrument in the world that can obtain 1/4 moon illumination at night and visible 

light cloud images under dawn and dusk conditions is the Line of Business scanner (OLS) loaded on the U.S. Defense 

Meteorological Satellite (DMSP), whose low-light channel can obtain 1/4 moonlight illumination and snow, sea ice, low 

cloud fog and surface feature images under dawn and dusk conditions, and can also be used under lower low-light 

conditions. The acquisition of remote sensing images such as lights, lightning, and wildfires, extending the detection 

capability during the day to the night, has also achieved great potential in Earth observation and other applications, but 

due to the spatial resolution of 2.7km (smooth mode) and 0.55km (fine mode), the effect cannot meet the large-scale fine 

detection at the 100-meter scale. 

As we all know, the target recognition needs to be locked and discriminated. On the basis of discovery, the target 

identification needs to be completed, and the geometric size and contour information of the target need to be further 

extracted to improve the target recognition and positioning accuracy. Compared with natural targets such as landslides, 

volcanoes, earthquakes, and sudden increases in floods, which are characterized by small target changes (the size is 

about ten meters to 30 meters), the resolution required to confirm the target needs to reach about 16 times that of the 
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target, so in order to achieve further identification of the target, the load needs to have a high-resolution detection 

capability within 5m. It has the ability to extract the geometric size and contour information of the general natural 

disaster target movement. 

In addition, the recognition ability of the system will be significantly affected when there is an occluded object. 

Therefore, in order to extract effective target signal light from the region to be measured, it is impossible to use only the 

image acquisition target recognition based on light intensity. The object can be detected and identified through the 

spectral reflection "fingerprint" characteristics of the object [8]. The target recognition technology using spectral 

characteristics is a method to establish the spectral image data cube of the two-dimensional image data and the spectral 

distribution data at the corresponding point position. The spectral imaging method can realize all-weather detection and 

has stronger feature recognition ability. 

2. SYSTEM DESIGN  

 

In order to meet the detection application requirements of high-resolution imaging and feature target recognition under 

low illumination conditions, the imaging system has the comprehensive detection capability of high spatial resolution, 

high spectral resolution, large dynamic range and high sensitivity (photon level), which is designed for all aspects of the 

imaging link such as optical collection, photoelectric conversion and data processing. Achieve high-precision 

information inversion under low illumination conditions. The specific detection link is shown in the figure below. 

 

Figure 1. High-resolution imaging, feature target recognition and detection system 

     We use a long thin grating primary mirror with an optical aperture of 3m×20m to collect energy (in which the 

surface density of the grating is <5kg/m2 and the axial compression ratio is ≤0.25). The grating primary mirror can be 

folded in one direction during emission and unfolded in orbit. At the same time, in the imaging aspect, a large-dynamic 

range ultra-low noise ultra-high gain SPAD device is used for low-light level detection, and then the target under the 

condition of extremely low image signal-to-noise ratio is identified stably, and the detection capability of high spatial 

resolution and high spectral resolution is achieved under the condition of 1/4 month of 4×10-9 W/cm2/Sr. 

The system light path of the imaging principle of the light grating primary mirror is shown in the figure below. The light 

emitted by the object is received by the grating and dispersed backward, and is imaged to the primary image plane by the 

objective mirror. A braid slit is placed on the image surface to modulate the light at different spatial positions. After that, 

the light is collimated by the collimator, incident on the prism-raster-prism (PGP) component for secondary dispersion, 

and finally imaged by the imaging mirror at the focal plane of the detector. 

 

Figure 2. Schematic diagram of system optical path 
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Assuming that the direction of grating and prism dispersion is opposite, that is, the direction of grating dispersion is 

vertical upward dispersion, and the direction of prism dispersion is vertical downward dispersion, and the dispersion 

coefficient of grating is twice that of prism dispersion coefficient, then each spectral band in the spectral data is migrated 

upward through the grating pixel and downward through the prism pixel, and the corresponding spectral band number in 

the spectral data is marked. Based on the above assumptions, the mathematical model is simplified. The schematic 

diagram of the simplified version of spectral data and dispersion is shown in the figure. 

 

Figure 3. Schematic diagram of simplified forward model 

The whole system inputs the spectral data cube of the corresponding size. Each channel only takes the image block of the 

corresponding size, and the rest is filled with 0. The position of each spectral band image block is moved down by pixels 

successively. After the raster upward dispersion, the originally slanted parallelepiped becomes a cube, and the image of 

each channel is the part of the input image that does not contain 0 filling, and the change of position of the pixels in the 

input image block after dispersion is marked in the diagram using a checkerboard pattern. The data cube after grating 

dispersion is modulated by a slit and then secondary dispersion is carried out by a splitter prism. The direction of the 

secondary dispersion is downward dispersion. The size of the data cube obtained after dispersion is: the effective region 

of each spectral band remains unchanged, and the rest of the data cube is filled with 0. 

The two factors that limit the sensitivity are detector system noise and gain. The detector system noise mainly includes 

circuit reading noise and device intrinsic dark noise. In the photoelectric detection of CCD and CMOS devices, the 

photoelectric charge has a large reading noise in the quantization reading, and the influence is particularly obvious in the 

weak light detection. By studying the imaging mode of photon counting, the photoelectron is directly converted into 

digital pulse for counting imaging, which is fundamentally different from the traditional CCD and CMOS imaging mode, 

and can completely eliminate the signal reading noise. The upper limit of dynamic range of traditional CCD and CMOS 

imaging devices is limited by the full well charge, which is determined by the area of the charge storage area, and the 

dynamic range is limited under a certain device area. By using the photon counting imaging method, there is no 

limitation of full well charge in a single exposure, only limited by saturation count. The saturation meter value of SPAD 

device is much higher than the traditional trap charge storage value, and the dynamic range can exceed 150dB. 

In order to solve the problem that the structural information of the target is seriously damaged under the condition of 

extremely low signal-to-noise ratio, the structural decomposition of the target is firstly carried out to form hierarchical 

semantic information representation, including the modeling and representation of semantic objects and the 

characterization of semantic relations. Then the semantic object detection is carried out on the input image with 

extremely low signal-to-noise ratio. The semantic object detection network is constructed by the fusion of semantic 

knowledge module and semantic network. Then the semantic relationship detection network based on recurrent neural 

network is used to detect the relationship between semantic objects. For the predicted semantic objects and their 

relationships, we further use the object detection and recognition network based on data enhancement and graph 

convolutional neural network to get recognition results. In order to further improve the accuracy, we extract the spectral 

features of the detected semantic objects and integrate them into the semantic object detection network and semantic 

relation detection network to highlight the spatial structure relationship of the objects, suppress the background and noise 

interference, and improve the recognition accuracy of the targets. 

3. OPTICAL DESIGN 

The system adopts a new weak light spectral imaging system, and its imaging technology principle is as follows: 

collimated beams with different field angles represent targets with different angles and orientations, which contain the 
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spectral information of the different targets. At a specific diffraction Angle, the outgoing beam corresponding to each 

field Angle only has a specific wavelength of light energy, and the beam is combined after incident on the plane 

transmission grating. The primary image is imaged by the optical focusing system, and a coding plate is placed on the 

primary image surface. At this time, the light energy contained is the superposition of the light energy of each specific 

wavelength corresponding to each field Angle. The intensity information of specific wavelength in different field of view 

can be obtained by placing the dispersion device again behind the coding plate and realizing spectral detection by means 

of computational optics. Through the on-orbit push sweep of the system motion, the light energy distribution of all 

wavelengths at all angles of view can be reconstructed, that is, the spectral imaging detection is realized. The specific 

imaging schematic diagram is shown in the following figure. 

 
Figure 4. Schematic diagram of the system scheme of the new weak light spectral imaging system 

Generally, the grating is mainly used as a spectral component in the optical system, and does not assume the imaging 

function in the traditional imaging system, so the optimization of the optical system can still be evaluated and optimized 

by MTF and other evaluation standards. 

The grating primary mirror proposed by us takes the grating as the primary mirror of the large-aperture optical system 

and uses it in reverse. Although its grating expression is consistent with the traditional grating, the grating participates in 

the imaging of the system. In the process of system design, the grating parameters will have a great influence on the 

image quality of the system. Moreover, the system is a mixed system of diffraction and reflection, and the reflection and 

diffraction problems should be considered comprehensively in the design process. The multi-structure joint optimization 

simulation method is adopted, that is, a set of optical system is established in each band, and the mirror parameters of 

each system are the same, and the parameters of the primary mirror of the reverse grating are determined by multi-

structure joint optimization. 

 
Figure 5. Schematic diagram of reverse grating imaging system 
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For the expansion error of the primary mirror of the reverse grating, the key link of the expansion error is analyzed first, 

the key link is modeled, the impact of each key link of the error on the image quality is analyzed separately, and the 

direct coupling factors of each error link are considered to correct the error model. According to the input conditions, the 

deformation of the thin film grating is analyzed. The deformation of the thin film grating is brought into the optical 

simulation system to analyze the effect of the resulting deformation on the image quality. On the basis of perfecting the 

model, a statistical analysis of the dynamic thermal coupling of the film grating was carried out to calculate the effect of 

the errors caused by the dynamic thermal on the image quality. 

4. EXPERIMENT 

 

A novel spectral imaging device based on the reverse grating primary mirror comprises a reverse grating primary mirror 

module, a receiving optical module, a dispersion module, a focusing module, a detection module, etc., and a target scene, 

image acquisition, detection equipment, etc. Among them, the function of the reverse grating main mirror is to collect 

light, the function of the receiving optical module is to converge light, the function of the dispersion module is to 

produce dispersion effect, the function of the focusing module is to focus the dispersive light again, and the detection 

module detects and images. 

 
(a) Device composition Diagram 

 
(b) Imaging device diagram 

Figure 6. A new spectral imaging device for the primary mirror of the reverse grating 

The tabletop experimental device was set up as shown in the figure, the dispersion module, detector and displacement 

table were fixed, and the lens was installed. During the focusing test, adjust the lens focal length to the best position by 

observing the output display of the imaging surface; Add the primary mirror grating, adjust the inclination Angle of the 

grating, adjust the position of the target until the entire target dispersion image enters the back-end optical system and is 

received by the detector, and complete the spectral dislocation synthesis by data processing. 

 

According to the imaging results, the dispersive single spectral map of the primary image position was corrected by 

spectral translation, and the spectral images of all spectral segments were obtained as shown in the figure below. The 

spectrum ranges from 500nm-700nm, the number of spectral segments is 40, and the spectral resolution is 5nm. 
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Figure 7. Spectral images of each spectrum segment 

   
（a）520 nm                           （b） 600 nm                   （c） 680 nm 

Figure 8. Single spectrum image 

Red, green and blue spectrum segments (520nm, 600nm and 680nm) were selected for color synthesis, and the target 

color image was obtained, with the left and right images as the target original color images, and the spectral color 

synthesis effect was highly consistent with the target original color. 

    
Figure 9. Color composite image of the target (left) (right: original color image of the target) 

5. CONCLUSIONS 

Aiming at the application of optical remote sensing in the complex environment of low illumination at night, the 

computational imaging technology of hyperspectral remote sensing under the condition of extremely low illumination 

and extremely low signal-to-noise ratio is studied. Using the compressed sensing technology of the main mirror of the 

thin film diffraction grating, the large aperture optical acquisition is carried out, and the large dynamic range perception 

is obtained by Geiger mode imaging. The system realizes target recognition under the condition of extremely low image 

signal-to-noise ratio through the design of the new system's main mirror flattening and the aliasing compression and 

decoupling of spatial information and spectral information. The technology has completed space-based scheme design 

and desktop principle verification tests, and the spectral resolution reaches 5nm. 
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ABSTRACT

This paper presents the system design of a real-time hyperspectral imager based on tunable Fabry-Pérot
interferometer (FPI) filter technology. This passive hyperspectral instrument is able to capture spectral data at a
rate corresponding to video-like image feed. The instrument is designed to be suitable for handheld operation as
well as for missions carried out using uncrewed aerial vehicles.

The frame rate of individual spectral channels of an FPI-based camera, and subsequently the acquisition
speed of hyperspectral data, depends on the actuation speed of the FPI filter, exposure time of the sensor, data
transfer rate, and all delays between the consecutive operations. In order to minimize the delays when switching
between the spectral channels, the large FPI of this instrument is enclosed in a low-pressure housing to reduce
air resistance, which would otherwise slow down the mechanical movement of the filter. As various applications
require different sets of wavelengths and a variable number of spectral channels to be recorded, the imager enables
selecting the desired wavelengths programmatically from within the complete spectral range of the instrument.

FPI-based hyperspectral cameras produce a full two-dimensional image for each spectral channel. The spatial
information contained in the images may be used to compensate for any desired or undesired movement of the
imager. The spatial information available for individual channels can also be used for data analysis, and it enables
employing conventional machine vision algorithms for example to detect and track the objects of interest.

Keywords: hyperspectral, camera, real-time, Fabry-Pérot interferometer, FPI

1. INTRODUCTION

During the past decades, hyperspectral imaging has been increasingly adapted to new fields of applications, as
well as more widely employed in its traditional fields.1–4 Advances in hyperspectral imaging technologies have
enabled compact, more affordable, and high-performing cameras with a wide variety of wavelength range options.
While the traditional data acquisition techniques are suitable for a multitude of scenarios, some use-cases benefit,
or even require, the ability to rapidly record and present hyperspectral data.5–7

Hyperspectral technologies can be coarsely divided into three categories based on the data acquisition method
employed by the camera. These categories include spatially scanning point or line cameras, spectrally scanning
frame cameras, and various snapshot cameras, which record a set of spectral channels, called hyperspectral cubes,
with a single exposure of the sensor. Snapshot cameras can rely on a microlens-array optics or on a fixed-filter
mosaic deposited on the image sensor.8,9 In these types of solutions, the pixel resolution of the image sensor is
traded off for the spectral resolution.

Spatial scanners record spectral data for one point or one line of points at once, but require movement of either
the object or the imager to produce a hyperspectral image with spatial information. For instance, a stationary
line scanner can be used to image objects on a moving conveyor belt,5 or the camera can be installed on an
aircraft flying in a linear motion to record the spectral data from the area underneath it.10 In contrast to this
type of spatially scanning imagers, spectral scanners record a full 2D image frame for each spectral channel,
but require repeated exposure of the sensor at each wavelenth, which contributes to the acquisition time of the
hyperspectral data cube.11
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In this study, a passive real-time hyperspectral imager based on Fabry-Pérot interferometer (FPI) filter
technology12 is presented. For this type of spectrally scanning hyperspectral camera, the framerate of spectral
channels, and subsequently the acquisition speed of hyperspectral data cubes, is determined by the actuation
speed of the tunable FPI filter, exposure time of each channel, data transfer rate, and all delays between the
consecutive operations. By minimizing the time consumed by each phase, the instrument can be made to produce
a video-like feed of spectral data.

2. MATERIALS AND METHODS

2.1 Tunable Fabry-Pérot interferometer filter

The hyperspectral camera developed in this study is based on a tunable FPI filter. FPI filters consist of two
parallel highly reflective mirrors separated by a gap. The constructive interference of the incoming electromagnetic
radiation depends on the distance travelled by the radiation between the mirrors. For incoming signal perpendicular
to the mirrors, the central wavelength λ of the transmitted band depends on the gap size according to the equation

λ =
2d

n
, (1)

where d is the distance between the mirrors and n is a positive integer, n = 1, 2, 3, . . ., denoting the order of
interference. The spectral bandwidth of the transmitted signal depends on the mirror materials, thickness, and
geometry. Any deviation from the parallel geometry of the mirrors increases the bandwidth of the transmitted
signal. Figure 1 shows the main components of the tunable piezo-actuated FPI filter.

Piezoelectric

actuators

Bottom

mirror substrate

Electrodes

Top mirror

substrate

Top mirror

Figure 1. Components and structure of the tunable Fabry-Pérot interferometer filter.

Three piezoelectric actuators are used to set the mirror gap to correspond with the desired wavelength and to
keep the mirrors parallel to each other. The tilt and the distance between the mirrors are actively controlled by
measuring the capacitance of the electrodes and adjusting the voltage applied to the piezoelectric actuators in a
continuous feedback loop.

Using this type of tunable spectral filter, the set of gaps, and thus the wavelength channels, can be set
programmatically from within the total wavelength range of the device. This enables employing various application-
specific wavelength sets when capturing spectral data. That can be used to reduce the amount of redundant data
recorded by the camera, and to increase the data cube acquisition rate of the instrument.

The delay between setting a new wavelength setpoint and settling of the mirrors at the new gap depends on
the size of the FPI, the difference ∆d between the two gaps, and the direction of the mirror movement. When
operating at the atmospheric pressure, the air resists the movement of the mirrors. The impact of air pressure
can be particularly significant when decreasing the gap. Decreasing the air pressure around the FPI reduces the
damping effect produced by air molecules, and increases the speed at which the filter can be actuated.
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2.2 Optics and Mechanics

By installing a tunable FPI filter on the optical path of a camera with a broadband image sensor, the camera
is enabled to record spectrally resolved data. Typically, the FPI is installed in front of the focusing optics of
the camera. To increase the signal strength, a set of light gathering lenses can be used in front of the FPI. As
the constructive interference, and thus the transmitted central wavelength, depends on the size of the gap and
on the angle at which the radiation enters the FPI, a set of collimating optics may be used to ensure that the
light coming from one point in the scene transmits through the FPI at the same angle throughout the entire
area of the mirrors. Moreover, any angular deviation from the perpendicular geometry results in a shift of the
transmitted wavelengths. This phenomenon is often referred to as the spectral smile,13 and can be mitigated
using front optics.

In the case of a narrow field-of-view instrument focused to infinity, it is possible to employ an FPI filter directly
in front of the camera optics without introducing significant spectral aberrations to the captured data. This
enables the use of a commercial off-the-shelf camera objective together with an FPI filter to build a hyperspectral
imager, without using any custom optics. In order to prevent out-of-band transmission from outside the active
wavelength range of the FPI, or from unwanted orders of interference, n in equation (1), long-pass and short-pass
filters are typically installed on the optical path of the instrument.

In addition to the commercial optics, this type of FPI-based hyperspectral camera design allows using an
industrial camera module as the detector. With this approach, the image sensor, peripheral electronics, and I/O
and data interfaces can be deployed as one integrated package without the need for any modifications. The FPI
controller can be programmed to be used together with the I/O lines of the camera module to trigger the data
acquisition, and to synchronize the FPI with the sensor exposure. In this type of instrument, the maximum frame
rate of the camera module sets the absolute limit for the acquisition speed of hyperspectral data.

3. REAL-TIME HYPERSPECTRAL CAMERA

3.1 Hardware and specifications

Figure 2 shows an overview of the real-time hyperspectral imager developed in this study. The hyperspectral data
acquisition rate has been maximized by minimizing the required exposure time for each spectral channel and the
delays between the consecutive channels. By using the application-specific subsets of the spectral channels, out
of the total wavelength range of the camera, the imager is able to record spectral data at video-like rates. The
instrument is designed to be suitable for handheld usage and airborne measurements carried out using uncrewed
aerial vehicles.

Figure 2. An overview of the real-time hyperspectral imager.
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An industrial camera module, with a cooled indium gallium arsenide (InGaAs) sensor, and a commercial
50 mm fixed focal length objective are used as the basis for the camera. The camera module and the objective
are both equipped with the standard C-mount interface. The camera module relies on GigE Vision interface for
the device control and data transfer. The key technical specifications of the instrument are presented in Table 1.

Table 1. Main hardware specifications of the real-time hyperspectral imager

Parameter Value

Pixel resolution 1280× 1024
Pixel size 5 µm
Field of view 7.4◦ × 5.9◦

Wavelength range 1100–1450 nm
Spectral bandwidth 20–25 nm
FPI diameter 23 mm
Focal length 50 mm
f/N 2.8
Mass 2.1 kg

A large FPI with a pair of 23 mm dielectric mirrors is used as the spectral filter. This enables large-aperture
optics improving the light-gathering ability of the optical system, which consequently reduces the exposure
time required by each frame. Increasing the size of the FPI mirrors increases the impact of the air pressure
when the gap between the mirrors is changed. The damping effect created by air molecules can be reduced by
decreasing the air pressure around the FPI. For that, the FPI is enclosed in an airtight housing, which is installed
in front of the camera objective using an assembly consisting of four steel rods. Figure 3 shows a cross section of
the FPI housing. The case has an air valve, area-limiting apertures for the FPI, and two vacuum-compatible
D-subminiature connectors for the electrical signals and power. Band-limiting filters, one 1100 nm long-pass filter
and one 1450 nm short-pass filter, act as the windows for the housing. A pressure sensor is integrated inside the
case, and all the mechanical interfaces of the assembly are sealed using nitrile rubber (NBR) O-rings.

Figure 3. The low-pressure FPI housing rotated 90◦ about the optical axis, and with a section cut out.

As the instrument is designed for long-range remote sensing, the infinity focus and the narrow 7.4◦ × 5.9◦

field-of-view of the optics allows installing the FPI directly in front of the camera objective without introducing
significant spectral aberrations. Combined with the field-of-view of the instrument, the 5 µm pixel size of the
image sensor would produce the ground sampling distance of approximately 10 cm from 1 km altitude.
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3.2 Data acquisition scheme

The enclosure for the FPI control electronics is on the top of the instrument in Figure 2. The cables of the FPI
controller are not displayed in the figure. The electronics monitor the capacitance of the electrodes on the mirror
substrates, and apply the control voltage to the piezoelectric actuators to tune the FPI. The FPI controller also
triggers the exposure of the image sensor once the mirrors have settled at the desired gap, and autonomously sets
the new setpoint for the FPI once the signal from the camera module indicates that the exposure is ready.

Hyperspectral cameras based on the tunable FPI filter technology allow setting the desired wavelength
channel using software. For instance, this enables first measuring a target using the full wavelength range of the
camera, and then determining a subset of the most significant wavelengths for a given application. This subset of
wavelengths can then be used to carry out the real-time analysis of the new samples.

In real-time data acquisition mode, the subset of setpoints, corresponding to the wavelengths of interest, is
stored in the flash memory of the FPI controller. Once triggered, the controller autonomously goes through
this list of setpoints. At each new setpoint, the controller sets the FPI actuation indicator output and starts to
monitor the FPI gap by comparing the measured capacitance with that of the new setpoint. Once the difference
between the two is within a given threshold for the set number of consecutive samples, the FPI controller resets
the actuation indicator output. The falling edge of the indicator line triggers the camera module to expose
one frame. While the sensor exposure is active, the output line of the camera module is set high, and once the
exposure is ready, the falling edge of the line triggers the FPI to move to the next setpoint. This is continued until
all the channels of the subset are captured. Figure 4 visualizes the acquisition scheme for the data cubes with
seven evenly spaced FPI-mirror gaps. The figure shows the control voltage of one piezoelectric actuator, the FPI
actuation indicator output, and the sensor exposure indicator output measured for the FPI in the low-pressure
conditions of less than 1 mbar. The exposure time was set to 5 ms for every channel, which is sufficient in full
sunlight conditions. The acquisition rate in this configuration is 9.4 data cubes per second.
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Figure 4. Data acquisition scheme of the real-time hyperspectral imager with the FPI in low air pressure. Background
colors indicate individual data cubes.
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The captured frames for each spectral channel are stored in the pre-allocated memory buffer of the camera
module, and are transferred to the computer as soon as each channel is ready. In the case of a moving camera,
the temporal offset between the channels can cause spatial distortion between the channels in form of translation
and rotation. The offset needs to be corrected before any further analysis. Transferring the data for each channel
as soon as it is available allows starting the image registration process for the first channels while rest of the
data cube is being recorded. Once the complete data cube has been transferred, it is ready to be processed and
analyzed while the next cube is being captured.

The number of required spectral channels per data cube depends on the application. For instance, calculating
most spectral indices typically requires no more than two suitable spectral bands. In the case of the FPI-based
hyperspectral camera, this means that only two spectral channels, out of the whole wavelength range of the
instrument, would need to be recorded for each data cube, leading to the acquisition rates of 20–30 cubes per
second. The exact rate depends on the exposure time and the gap size difference between the setpoints.

3.3 Impact of air pressure

Figure 5 shows the same data acquisition scheme as in Figure 4, but this time measured in atmospheric pressure.
In addition to the increased time spent on tuning the FPI, the control voltage of the piezoelectric actuators
increases substantially compared to the low-pressure conditions. The increased control voltage indicates the
increased load on the piezoelectric actuators when setting the gap associated with each setpoint. The data
acquisition rate in this configuration is 8.6 data cubes per second.
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Figure 5. Data acquisition scheme of the real-time hyperspectral imager with the FPI in atmospheric pressure. Background
colors indicate individual data cubes.

In this configuration of the exposure time and the number of channels per cube, the acquisition rate is
approximately 10% faster in the low-pressure conditions compared to the results in atmospheric pressure. In
addition to the slower FPI actuation speed in atmospheric pressure, it can be seen from the control voltage plot
of Figure 5 that the sensor starts to expose the first frame of each data cube while the control voltage is still
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stabilizing. This is likely due to the edges of the mirror substrates getting pulled in before the center region, as
the air inside the gap is being gradually displaced, which temporarily deforms the mirrors. As the electrodes
reside at the edges of the mirror substrates, the measured capacitance reaches that of the target setpoint, and the
frame is triggered prematurely, leading to errors in spectral data.

The relative increase of capturing rate in low-pressure conditions, when compared to the atmospheric pressure,
depends on the number of spectral channels in the data cubes, the employed exposure time, and the gap difference
between the consecutive setpoints. In the case of a large number of channels with long exposure times and small
gap steps, the impact of the FPI actuation time on the data acquisition rate is outweighed by these factors.

4. CONCLUSION

In this study, a real-time hyperspectral imager was developed. The instrument is based on the tunable Fabry-Pérot
interferometer filter technology. In addition to capturing continuous hyperspectral data, the instrument is able to
record user-set spectral channel subsets, producing video-like feed of spectral data. The wavelength subsets can
be set programmatically from within the wavelength range of the instrument. By employing the tunable FPI
filter, this type of spectral scanner can be built using commercial off-the-shelf imaging optics and an industrial
camera module.

The data acquisition rate of an FPI-based hyperspectral camera depends on the actuation speed of the FPI
filter, exposure time of the sensor, data transfer rate, and the delays between the operations. To reduce the
exposure time required by individual frames, an FPI filter with large 23-mm mirrors is employed in the instrument.
Tuning the spectral transmission band of the FPI filter requires changing the distance between the mirrors. When
adjusting this gap, the air pressure resists the movement of the mirrors, which slows down the data acquisition
rate of the imager. The damping effect created by air molecules can be reduced by decreasing the air pressure in
which the filter is operated. For that purpose, a low-pressure enclosure was designed for the FPI of the instrument.

To reduce the delays associated with tuning the FPI filter, the control electronics and firmware were developed
to incorporate image acquisition control. In this approach, the electronics of the FPI actively measure the
deviation of the gap from the target setpoint, and trigger the exposure of the image sensor as soon as the FPI
has settled on the desired wavelength. The camera module, in turn, is programmed to signal the FPI electronics
to switch the setpoint of the FPI to the next wavelength, once the frame exposure is ready.
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[11] Saari, H., Aallos, V.-V., Holmlund, C., Mäkynen, J., Delauré, B., Nackaerts, K., and Michiels, B., “Novel
hyperspectral imager for lightweight UAVs,” in [Airborne Intelligence, Surveillance, Reconnaissance (ISR)
Systems and Applications VII ], 7668, 44–52, SPIE (2010).
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ABSTRACT   

A novel method for space object identification is proposed, based on full Stokes spectropolarimetry in the visible and near-

infrared wavelength range. Space objects that have been previously detected and are illuminated by the sun can be observed 

with a telescope to simultaneously obtain intensity, spectra, and polarimetry, and compose light curves of these parameters 

as function of time. The intention is to thus assign a unique identification, or at least a classification to these objects. 

Single, double, and multiple reflections of sunlight off the space object (natural or artificial objects, including debris) will 

introduce spectrally dependent polarisation into the scattered light, the spectral signature of which is affected by the 

complex refractive index of the scattering materials and the geometry. The simultaneous measurement of the full Stokes 

vector allows separation of the light source unpolarised spectral signatures on the one hand from the polarisation spectral 

features on the other hand. 

To illustrate the concept, we have performed a number of simulations for double scattering off a small selection of 

materials, for a large range of scattering geometries. Examples of individual scattering geometries and statistical summaries 

of all geometries are presented. 

A demonstrator spectropolarimeter is being built, we present an overview of the design and the high level planning, as 

well as some predicted performance parameters. 

Keywords: Spectropolarimetry, polarimetry, space object identification, UV-vis-NIR, scattered sunlight 

 

1. INTRODUCTION  

With the ever-increasing number of artificial satellites in orbit around the Earth, space objects may need some kind of 

identification more than just their orbital elements [1][2]. Spectroscopy [3] and polarimetry [4] can be used to increase the 

knowledge about previously detected space objects. We propose to combine both approaches and use full Stokes vector 

spectropolarimetry for space object identification. 

This paper present the rationale behind this choice (Section 2), the polarisation modulator chosen (Section 3), the design 

of a breadboard spectropolarimeter to demonstrate the principle and learn about spectropolarimetric behaviour of materials 

and satellites (Section 4), the design of a test bench to characterise the polarisation behaviour of the components in the 

breadboard (Section 5), the plans for data acquisition and analysis (Section 6), and concludes with a summary and 

discussion (Section 7). 

2. SPECTROPOLARIMETRY FOR SPACE OBJECT SIGNATURE DETECTION 

Starting with the spectral complex index of refraction of dielectric media and using the Fresnel equations and a scattering 

or reflecting geometry, the full Stokes vector of the reflected light can be calculated for any wavelength for which the 

index of refraction is specified, assuming single reflection off the surface, thus excluding volume scattering effects. Also, 

multiple reflections can be calculated this way. Figure 2-1 shows the result of the calculation of the spectrally resolved 

normalised Stokes vector for double reflection off two materials, aluminium and silicon, under a scattering geometry of 

50 degrees angle of incidence on both the first and second surface, with a 45-degree rotation of the coordinate frame to 

produce out-of-plane scattering and promote the generation of circular polarisation. Unpolarised illumination was used in 

this calculation. Note how the Q/I curves overlap or nearly overlap for linear polarisation (Q/I and U/I) and how the 

differences become more distinct for the circular polarisation component (V/I). 
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Figure 2-1. Wavelength dependent Stokes vector parameters Q/I (top), U/I (middle), and V/I (bottom) for the geometry and 

materials described in the text. The full black curve corresponds to two reflections off aluminium, the full blue curve for 

reflection off aluminium and silicon in that order, the dashed blue curve for silicon and aluminium, and the dashed black 

curve for two reflections off silicon. 

 

This simple simulation shows that the wavelength dependence of the complex indices of refraction, as well as the order of 

reflection of the two surfaces, can affect the spectrally resolved Stokes parameters, in particular the circular polarisation 

component. 

In more realistic cases, reflection of sunlight off a satellite will be composed of a mix of single- and multiple scattering, 

weighed with the relative scattering area and reflectivity for the various light paths from the sun to the observer. Figure 

2-2 shows an example of possible light paths in a rendered image of a satellite, note the reflections of the gold-coloured 

multi-layer insulation (MLI) in the dark solar panels, and the reflections of the solar panels in the MLI. As the illumination 

and viewing geometry changes over the orbit of a satellite, flares of single- or multiple reflection may arise, carrying 

potentially distinctive information of the surface materials and configuration of the satellite. 
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Figure 2-2. ESA Sentinel 5 Precursor satellite, rendered image [5]. 

 

The normalised Stokes vector components Q/I, U/I, and V/I can also be expressed in Poincaré sphere angles and degree of 

polarisation. This allows to potentially highlight differences between different space objects and orientations which may 

be less prominent in the spectrally resolved normalised Stokes vector. 

 

Figure 2-3. RMS variation of the Poincaré sphere angles in radians (blue and green curves) and the degree of polarisation 

(black curves) as function of wavelength in nm for 6 different material combinations: double scattering off aluminium and 

aluminium (alal), aluminium and silicon (alsi), silicon and aluminium (sial), silicon and silicon (sisi), silicon and gold (siau), 

and gold and silicon (ausi). Note the distinctly different spectral behaviour between the different material combinations but 

also order of scattering for the blue and green curves, representing the Poincaré sphere angles. There is much less distinction 

visible in the degree of polarisation (black curves) 

 

Figure 2-1 is calculated for a scattering geometry that is beneficial for circular polarisation, in order to get an idea of the 

“typical” variation to expect in the Poincaré sphere angles assessed over all possible illumination geometries, the Stokes 
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vectors and Poincaré sphere angles were calculated for multiple material combinations and scattering geometries, which 

were subsequently used to determine the root mean square variation (RMS) over all geometries. Figure 2-3 shows the 

results of this calculation. It is clear from these plots that the RMS variation as function of wavelength of in particular the 

Poincaré sphere angles (green and blue curves) is very scattering material specific, allowing to distinguish between 

different materials just on the basis of spectrally resolved RMS variation of its polarisation features. This also implies that 

space objects composed of different materials or mixtures of materials may be distinguished. 

Note that for a single observation point in the spectropolarimetric light curve of a space object the complete spectrally 

resolved and polarisation resolved information is available, and that as the space object progresses through its orbit, the 

scattering geometry and thus the spectropolarimetric signature changes. Figure 2-3 only gives a statistical summary of all 

possible scattering geometries, in reality a space object will pass through only a limited range of geometries and its 

individual spectropolarimetric light curve may be used for identification purposes of the object. 

3. POLARISATION MODULATOR 

The main part of the instrument is the modulator. This is composed of three prisms in Magnesium Fluoride, optically glued 

together (see Figure 3-1)[6][7][8]. In addition, the fast axis is differently oriented in each prism. Therefore, as can be 

observed in Figure 3-1, the prism (1), of apex angle ξ, has the fast axis oriented along the x-axis. The middle component 

of the modulator, (2), has the fast axis oriented along the z-axis. In the third wedge of apex angle ψ, the fast axis makes an 

angle of 45° with the x-axis, in the (xy)-plane.  

The prismatic shape of the elements (1) and (3) ensures a continuous variation of the phase difference between the 

orthogonal components of light in the y direction.  

Therefore, given the geometry and orientation of the fast axis, the first prism can convert any incoming state of polarisation, 

except the Q state, into a continuous variation of polarisation in the vertical direction.  

The second prism, (2), plays only the role to keep everything together, into a single part. It helps also mitigate the deviation 

of rays, as it is built from the same material as the other two.  

The last prism, (3), is complementary to the first one: it serves to modulate the Q state, left unaffected previously.  

Using this geometry, the polarised light arriving collimated on the left side of the modulator exit the prisms exhibiting a 

continuous variation of the polarisation in the vertical direction. Therefore, by placing an analyser after this modulator, 

this variation can be converted into a variation in intensity, that can be measured with a detector, along the vertical 

direction. 

 

Figure 3-1. 3D and 2D view of the modulator. Each prism of the modulator has a particular orientation of the fast axis: along 

the x-axis in prism (1), along z in prism (2), and at 45° with respect to x-axis in the prism (3). The height of the modulator, 

h, must cover at least the largest period of the signal described by the Eq.(1). Because there is no modulation of the signal in 

the x direction, the width can be chosen according to the constraints of the optical system. Concerning the length, it is 

dictated by the height h, the angles ξ and ψ, and by the additional thickness, d. 

 

To avoid the split of the ordinary and extraordinary rays and to decrease the frequencies of the modulation, the angles ξ 

and ψ must be kept as small as possible. Also, to aid manufacturing and handling of the optical component, an additional 

thickness, d, of constant value can be added to each prism.  
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Based on this architecture, the intensity of light detected after the passage through the modulator and the analyser follows 

the relation 

𝐼(𝜃, 𝑦, 𝜆) =
1

2
[𝑆1 + 𝑆2 ⋅ 𝑚(𝜃, 𝑦, 𝜆) + 𝑆3 ⋅ 𝑛(𝜃, 𝑦, 𝜆) + 𝑆4 ⋅ 𝑝(𝜃, 𝑦, 𝜆)] (1) 

where θ is the angle of the analyser with respect to the x-axis, y is the position in the vertical direction, λ is the wavelength, 

and 𝑆 = [𝑆1, 𝑆2, 𝑆3, 𝑆4 ]
𝑇 is the Stokes vector of the incoming light. The functions m, n, p, computed with the help of the 

Mueller calculus, are given by: 

𝑚(𝜃, 𝑦, 𝜆) = 𝑐𝑜𝑠(2𝜃)𝑐𝑜𝑠(Δ𝜙3)

𝑛(𝜃, 𝑦, 𝜆) = 𝑠𝑖𝑛(2𝜃)𝑐𝑜𝑠(Δ𝜙1) + 𝑐𝑜𝑠(2𝜃)𝑠𝑖𝑛(Δ𝜙1)𝑠𝑖𝑛(Δ𝜙3)

𝑝(𝜃, 𝑦, 𝜆) = 𝑠𝑖𝑛(2𝜃)𝑠𝑖𝑛(Δ𝜙1) − 𝑐𝑜𝑠(2𝜃)𝑐𝑜𝑠(Δ𝜙1)𝑠𝑖𝑛(Δ𝜙3)
 (2) 

where Δ𝜙1 and Δ𝜙3 are the phase differences induced by the prisms (1) and (3): 

{
Δϕ1 =

2π

λ
Δn(λ)[d + (h − y)tan(ξ)]

Δϕ3 =
2π

λ
Δn(λ)[d + (h − y)tan(ψ)]

 (3) 

where Δn(λ) = |no(λ) − ne(λ)| is the absolute value of the difference between the ordinary and the extraordinary indices 

of refraction, also called the birefringence of the medium, while ℎ is the height of the modulator. 

From the Eq. (1) we infer that the intensity detected by the pixels in the y direction, when the wavelength is known and 

the orientation of the analyser 𝜃 well established, can be expressed by the following system: 

(

𝐼(𝑦1)

𝐼(𝑦2)..
𝐼(𝑦𝑁)

) =
1

2

(

 
 

1 𝑚(𝑦1)

1 𝑚(𝑦2)

𝑛(𝑦1) 𝑝(𝑦1)

𝑛(𝑦2) 𝑝(𝑦2).
.

.

.
1 𝑚(𝑦𝑁)

.

.
.
.

𝑛(𝑦𝑁) 𝑝(𝑦𝑁))

 
 
(

𝑆1
𝑆2
𝑆3
𝑆4

) (4) 

Solving this system of equations for 𝑆1, 𝑆2, 𝑆3, 𝑆4 gives us access to the incoming state of polarisation.  

The spectral limitation of this modulator is dictated by the transmission band and the birefringence of the material. With 

the help of Magnesium Fluoride, we can access the entire spectrum between 0.12 and 7 𝜇𝑚 [6][7]. 
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Figure 3-2. Spectral modulation of an incoming state of polarisation S=[1,0.5,0.4,0.3] obtained on a column of 4000 pixels, 

with a size of 5μm. In this simulation we supposed that the height of modulator is h=2cm, the apex angles are 

ξ=2.6°,ψ=1.8°, and the additional thickness is d=1mm. The orientation of the analyser was θ=72°. 

 

Given the possibility to work at different wavelengths and the fact that the modulator is redundant in the x direction, then 

the x-axis can be used to spectrally disperse the light on the detector. Therefore, on the detector plane, we can have access 

simultaneously to the polarimetric information in the vertical direction, and to the spectral information in the horizontal. 

For the manufacturing of the modulator, we have used the apex angles 𝜉 = 2.6° and 𝜓 = 1.8°. Together with an orientation 

of the analyser at 𝜃 = 72°, these values can ensure a hight efficiency of the modulation scheme of the polarimeter [9] and 

an almost equal precision on the measurement of the Stokes parameters. The additional thickness, d, is 1mm, ensuring 

easy and safe handling of the modulator. 

4. BREADBOARD DESIGN 

The breadboard optical design starts with the interface to the telescope focal plane. Input is considered to be a point source, 

limited in angular extent by the quality of the telescope and the seeing conditions of the atmosphere. An appropriately 

sized pinhole is placed around this point source. From this, a collimated beam is produced, followed by the polarisation 

modulator and analyser, and subsequently an equilateral prism to create the desired dispersion in the plane perpendicular 

to the polarisation modulation. A cylindrical lens images the pinhole in the spectral dimension onto the detector, while 

maintaining the polarisation modulation in the pupil plane of the instrument plus telescope. Figure 4-1 (left) shows an 

impression of the optical design, without the telescope which would be placed on the right. 
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Figure 4-1. Left: Impression of the optical design of the spectropolarimeter. The incoming light is on the right, the detector 

on the left. Right: Rendered image of the optical and mechanical parts of the breadboard spectropolarimeter. Light enters on 

the left; the detector is mounted in the red cylinder on the right. 

 

For laboratory use it is possible to place a microscope objective instead of a telescope in front of the pinhole. This allows 

characterisation of satellite mock-ups or flight spare models. 

The optical and mechanical parts are all commercially off the shelf components, apart from the polarisation modulator. A 

rendered image of the breadboard spectropolarimeter (without the light tight enclosure) is shown in Figure 4-1 (right). 

5. TEST BENCH DESIGN 

The characterisation of the birefringent properties of the modulator is inspired by the one described by [10], and its 

implementation will be similar to the one presented in [11]. The purpose is to measure the phase birefringence (Δ𝜙1, Δ𝜙3) 
of the prisms and the fast axis orientation of the prisms constituting the modulator (𝛼1, 𝛼3). The optical setup is presented 

in Figure 5-1. 

 
Figure 5-1. Scheme of the polarisation characterisation measurement setup, the beam is pictured in blue, the red arrows 

represent the polarisation at different places of the beam. 

 

The setup is composed of: 

- a fibered laser driven light source (LDLS), emitting light from 300 to 1500 nm, 

- a spectral filter to define a small bandwidth for the measurement, 

- collimating optics to convert the diverging beam at the end of the fibre into a collimated one, 

- a polarisation beam-splitter, to provide a monitoring path and to define a reference polarisation 

- a power meter for monitoring the power of the beam to correct for intensity variation during the acquisition 

- a quarter wave-plate (𝜆/4) to create a circular polarisation, 

- 2 linear polarisers on automated rotation stages (𝑃1 & 𝑃2), 

- the prism modulator, 

- a CMOS camera. 
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The measurement principle is the following one. For a specific bandwidth, the transmission axis of 𝑃1 will perform a full 

rotation by increments of 10°. For each orientation of 𝑃1 (𝜃), two maps of intensities will be recorded: 

𝐼∥(𝑥, 𝑦, 𝜃) & 𝐼⊥(𝑥, 𝑦, 𝜃). 𝐼∥(𝑥, 𝑦, 𝜃) corresponds to the intensity map recorded with the transmission axis of 𝑃2 is parallel to 

the one of 𝑃1 and 𝐼⊥(𝑥, 𝑦, 𝜃) stands for the intensity when 𝑃2 axis is perpendicular to 𝑃1. Afterwards, the ratio of intensity 

Γ is computed as equation 1. 

 
Γ(𝑥, 𝑦, 𝜃) =

𝐼⊥(𝑥, 𝑦, 𝜃)

𝐼∥(𝑥, 𝑦, 𝜃)
 

(5) 

Using Mueller matrices for the polarisers and prisms, Γ can be expressed as a function of 𝜃, Δ𝜙1, Δ𝜙3, 𝛼1& 𝛼3. Then, by 

fitting this equation pixel by pixel, using 𝜃 as a variable, the values of the phase retardances and fast axis orientation can 

be computed (see Figure 5-2 for some curves of Γ for the wavelength of 633 nm for several heights in the modulator). 

Finally, those experimental values of the phase retardances and the fast axis orientations will be used as parameters for the 

measurement of the polarisation of incident beams during the real measurements. 

 
Figure 5-2. Representation of the intensities ratio Γ for pixels on the same column and at different height inside the 

modulator. The representation step was selected as 25μm to provide more variation with fewer curves. The real system will 

be on the 5μm range for the pixel size. 

 

6. DATA ACQUISITION AND ANALYSIS PLANS 

Once the spectropolarimeter breadboard is complete and the polarisation modulator has been characterised, the first step 

is to characterise the end-to-end performance of the breadboard with known polarisation sources. After that, the instrument 

will be equipped with a microscope objective in order to image a mock-up of a satellite onto the spectropolarimeter pinhole 

and simulate a point source observation. This will allow the first representative measurements with full control over the 

materials and the illumination-, scattering-, and viewing geometry. 

The final test will be to mount the breadboard on a telescope with 800 mm diameter provided with a fast and accurate 

mount that was specified to track Low Earth Orbit satellites (Figure 6-1). Observations of sufficiently bright satellites (e.g. 

magnitude 9 and brighter) should yield sufficient quality measurements that allows in principle to reach normalised Stokes 

vector values to be assessed with about 0.001 precision or better, at the equivalent of 50 nm spectral resolution. 
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Figure 6-1. The 800 mm diameter telescope at TNO the Hague, to be used with the spectropolarimeter. 

 

Data analysis will initially focus on understanding the measurement results, in particular the impact of the telescope and 

environmental parameters (temperature). As we expect from the telescope design that it will introduce complex 

instrumental polarisation [12], the data analysis will consider these instrument effects as well. A likely approach will be to 

analyse the measurements and express them not only in Stokes parameters [𝑆1, 𝑆2, 𝑆3, 𝑆4]
𝑇, but also express them in degree 

of total polarisation 𝑝 =
1

𝑆1
√(𝑆2

2 + 𝑆3
2 + 𝑆4

2), and angles 𝜒 and 𝜓 on the Poincaré sphere, all as a function of wavelength. 

As the different materials involved in scattering of sunlight at the satellite will affect the polarisation of the light, so will 

the mirrors in the telescope and the temperature effects of the polarisation modulator. The differences between the satellite 

and the instrument are that the reflection geometry and materials at the instrument side are well known, so any instrumental 

spectropolarimetric signatures can in principle be identified. This allows either correction of the signatures, or inclusion in 

an instrument model as known parameters that can thus separate the effects from the spectropolarimetric signatures of the 

incoming light. 

A next layer of analysis could be interpretation of the spectropolarimetric results as visible fractions of materials at the 

satellite surface, similar to being done in [13], but in this case also using the polarimetric signature to help distinguish 

between different materials and even get an indication of multiple scattering. 

The intention of these measurements and analyses is to investigate the potential of spectropolarimetry for space object 

identification and create a roadmap for further development.  

7. SUMMARY AND DISCUSSION 

We present our concept and breadboard design for a full Stokes spectropolarimeter intended for space object identification. 

The instrument concept allows measurement of point sources and separates the polarisation and spectral properties into 

two perpendicular dimensions on a 2-dimensional detector. Initial calculations suggest that geostationary satellites 

(typically with a brightness of stellar magnitude 9) could be measured with sufficient precision to allow useful 

investigations into means to further identify space objects. Brighter satellites can be measured with more ease, while fainter 

satellites could also be measured at the cost of temporal, spectral and polarisation resolution. Instrumental polarisation 

aspects are considered a challenge, but a methodology for a way forward to deal with this has been identified. 

Currently, all hardware for the spectropolarimeter breadboard is in house and integration of the breadboard is foreseen to 

start this year, with first light intended to be obtained also this year. 

The breadboard measurements will indicate whether the approach is sound, and in that case will allow detailing of a 

roadmap to arrive at a mature instrument and processing chain that can be used for Space Situational Awareness. 
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ABSTRACT

Two compact and portable SWIR active imaging instrument configurations aiming at vision enhancement in
indoor applications are tested and compared, working at 1300 nm and 1550 nm, respectively. Both configurations
are in-house developments, but based on a limited number of standard and commercially available components
(cameras, LEDs). The instruments provide images (640×512, resp. 1280×1024 pixels) at a rate of ca. 17 Hz
(live stream) that can be displayed either directly on an integrated display or send via (wireless) network. Key
specifications (optical power, field of view, heat development) have been characterized in laboratory tests. The
performance of the two system configurations in terms of vision enhancement is compared both practically (field
tests) and theoretically (Mie scattering theory). The 1300 nm illuminator has almost double power compared
to the 1550 nm illuminator. However, Mie calculations predict more backscatter and less transmission through
fog and smoke, which is highly depending on the particle size. Field tests using artificial fog and an in-house
developed transmissiometer have been performed to validate the findings from modeling and found a vision
enhancement in the order of one magnitude due to use of SWIR (instead of the Visible) for use in typical
environments for which the instruments are designed for. A substantial additional improvement in terms of
vision enhancement could be achieved by using polarized light and polarization optics to reduce the backscatter
signal. In contrast to other research studies, this vision enhancement is not based on polarization difference
imaging but on reducing the backscatter component only, enabling a robust and simple system design.

Keywords: Short-wave infrared (SWIR), active imaging, sensor development, Mie scattering, vision enhance-
ment, linear polarization, circular polarization

1. INTRODUCTION

Limited visibility in indoor environments, e.g. caused by smoke, is a severe challenge for operations of emergency
and rescue services such as fire fighters or the police. Active optical systems working in the short-wave-infrared
(SWIR) spectral range are a powerful tool for vision enhancement in those conditions because of the increased
transmission through fog and smoke in the SWIR range compared to the visible spectral range. At the same
time, photons in the SWIR range are invisible for the human eye and therefore enable the operator in darkness
to see without being seen, which is an added value for police operations.

In a previous study,1 a cost-efficient and portable SWIR sensor design using 1550 nm illumination was
introduced. The whole instrument housing plus interior (mounts for camera, illuminator etc.) is 3D printed. A
flat touch screen computer controls camera, illumination, and displays the images. Internal communication and
power supply are mainly via USB. The focus was on simple, lightweigth, compact and robust design. In this
study, the original instrument is updated in terms of camera, illumination unit, instrument case and thermal
management. In order to optimize the performance, two kinds of SWIR LEDs (center wavelength 1300 nm and
1550 nm) as well as two SWIR cameras were compared during a field test.

The following Sect. 2 gives a recap of the original 1550 nm instrument design and introduces the updated one,
including laboratory measurements of the instrument characteristics. Theoretical considerations on the vision
enhancement of the instrument based on Mie calculations are presented in Sect. 3. The vision enhancement is
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Figure 1. a) 3D drawing of the updated instrument using a SenS 1280 SWIR camera and 3 LED sources for active
imaging. b) Thermal image of the instrument after several minutes of operation. The main heat sources are the SWIR
LEDs. Clearly visible are the heatpipes connecting the backside of the LED panels to heatsinks mounted on top of
the instrument. The heatsinks reach temperatures of ∼ 35◦ C, keeping the LEDs < 85◦C and avoid overheating of the
instrument’s electronics.

then practically evaluated and compared during a field test in Sect. 4 using a commercial fog machine. During the
field test, the extinction was measured using a self-made transmission sensor in the Vis and SWIR spectral range.
Additionally, the improvement in terms of vision enhancement brought by polarization optics was investigated.

2. INSTRUMENTS

The original 1550 nm system is explained in detail in Mischung1 et al. (2022). To summarize, it is based on a
WiDy SenS 640 SWIR camera from New Imaging Technologies having a resolution of 640×512 pixels (15 µm
pixel width) and a 12 mm F1.4 SWIR lens from EHD imaging GmbH giving an angular field of view (FOV)
of 44.6◦ horizontally. Active illumination is based on 55 single SWIR LEDs (model MTSM5015-844-IR from
Marktech Optoelectronics) emitting at approx. 1550 nm. The emitted optical power is ∼0.28 W. The angular
field of view of the illumination is 33.5◦± 4.8◦, which is by purpose smaller than the camera’s FOV as scattering
in smoke is expected to effectively broadening the angular FOV of the emission. An integrated processing unit
displays the image on a 10 inch waterproof display.

For updating the instrument, a different camera and illumination unit was tested. These components, and
any combination of them, have been evaluated during a field test (Sect. 4). In particular:

� To increase the illumination, three boards of 1550 nm LEDs (as described above) are used, resulting in
a total optical power of 3× 0.28 W = 0.84 W.

� Alternatively, a 1300 nm illumination unit was developed having three boards of 55 individual SWIR LEDs
each (model MTSM0013-844-IR from Marktech Optoelectronics). The emitted optical power was measured
in laboratory tests and is ∼0.49 W per LED panel, i.e. ∼1.47 W in total and therefore substantially larger
than the emission of the 1550 nm illumination unit due to better efficiency. The angular FOV of the
1300 nm illumination has been measured to 46.8◦± 2.0◦, which is larger than the 1550 nm illuminator and
thus enabling combination with a wider camera FOV.

� A SenS 1280 SWIR camera from New Imaging Technologies having 1280×1024 pixels (10 µm pixel width)
increases the resolution and/or FOV. When used with a 16 mm F1.4 SWIR lens (from EHD imaging
GmbH), the same angular FOV of the original instrument is obtained while the resolution is doubled.
However, in combination with the wider 1300 nm illumination unit, a lens with smaller focal length could
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Figure 2. Emission spectra of the 1300 nm and the 1550
nm illumination units and spectral transmission of the op-
tionally tested 1300 nm spectral filter.

Figure 3. Test setup on a breadboard used for the field test.
The SenS 1280 camera is on the left (here with optional
polarization optics), the Widy Sens 640 on the right. The
three top LED units emit at 1300 nm, the bottom units at
1550 nm.

be used. Nevertheless, throughout this study, the 16 mm lens giving the same FOV has been used, to
simplify the comparison.

In addition, the instrument’s case was updated and is more ergonomically shaped for increased user comfort
(Fig. 1a). It is equipped with a larger 13 inch display with Full HD+ resolution in order to display the larger
image of the SenS 1280 camera. The framerate is mainly limited by the computational power of the integrated
computer and typically in the range of 16-17 Hz, which is sufficient for addressed applications as providing
a smooth live stream. Alternatively to displaying the image on the integrated screen, data can be send via
(wireless) network, enabling to operate the instrument remotely. To overcome internal heating, predominantly
caused by the LEDs, the instrument is updated with heat pipes connecting the LEDs with heatsinks mounted
on top of the instrument’s case (Fig. 1b).

The spectral emission of both illumination units is plotted in Fig. 2. When operated with the 1300 nm unit,
the instrument can be optionally equipped with a bandpass filter, which is installed in front of the camera, to
block ambient light. At the same time the rather broad spectral emission is reduced predominantly at smaller
wavelengths which are considered to be preferentially backscattered.

For the field test in Sect. 4, the illumination units and cameras have been operated without the instrument
case. Instead, they were mounted on a breadboard allowing for same distances between illumination units and
cameras (Fig. 3). Also, this enables to test any combination of camera and illumination unit (SenS 1280, Widy
SenS 640, 1300 nm and 1550 nm illumination). Some of the measurement sequences during the field test were
performed with polarized light. For these measurements, polarization filters and quarter-waveplates were placed
in front of the SenS 1280 camera. Due to their spatial extent, polarization optics could be placed in front of
a single LED board only (consisting of 55 individual LEDs). The two LED boards without polarization optics
were switched off for these tests, so that all light in the respective experiments was polarized.

3. THEORETICAL CONSIDERATIONS

3.1 Vision enhancement due to SWIR

In the field test discussed in Sect. 4, a commercial fog machine using a propylene glycol, triethylene glycol and
water mixture was used. The produced droplets have a slightly higher refractive index than pure water (due
to the glycol) resulting in more efficient light scattering,2 and they are smaller in size than droplets in natural
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Figure 4. Cross sections (extinction, scattering and backscattering) from Mie calculations for different aerosol types and
particle diameters.

fog. While droplets in real fog are typically in the range of 2 µm (continental fog) to 10 µm (maritime fog),2 we
could not detect any fog signal with an Alphasense OPC N3 particle detector having a particle range from 0.35-
40 µm. As a consequence, we estimate the particle size to be < 0.35 µm. To evaluate how the findings derived
from the field test in Sect. 4 (small droplets) relate to real-world scenarios (larger droplets), Mie calculations
were performed using the Python module miepython (https://miepython.readthedocs.io/en/latest/). In
particular, the extinction, scattering and backscattering cross sections for water droplets have been calculated as
a function of wavelength for different droplet sizes ranging from 0.25 µm (which is assumed to be representative
for the droplet size during the field test) to 4 µm (Fig. 4). The complex refractive index for water used as
input for Mie calculations was taken from literature.3,4 As the SWIR instrument is intended for applications
in different environments, Mie calculations were performed for diesel5 and propane6 soot as well, which are dry
particles and smaller in size. In Fig. 4, 0.2 µm diameter was assumed for soot calculations, which is a typical
value for dry condensation nuclei that we obtained from long-term measurements using a Palas Fidas 200 S
aerosol spectrometer at our instrument rooftop, where we expect diesel soot from (marine) traffic.

As can be seen from Fig. 4, extinction, scattering and backscattering generally increase by magnitudes with
increasing droplet size, making the conditions using artificial fog during the field test in Sect. 4 somewhat an
ideal case. However, every real fog will consist of a distribution of particle sizes including small particles.

The basic finding from Fig. 4 is that all quantities (extinction, scattering, backscattering) decrease with
wavelength, but the slope is larger for small droplets and decreases with increasing particle size until no slope
is present anymore for droplets of 4 µm. Consequently, vision enhancement can be achieved using optical
instruments in the SWIR instead of the Visible (Vis), but this vision enhancement is stronger when particles are
small. Therefore, SWIR systems will have less advantage over Vis instruments in maritime environments where
droplets are typically large, while the advantage of using SWIR instead of Vis in continental environments is
larger.

An interesting feature in Fig. 4 is that for all water droplets, the extinction and scattering graphs look very
similar, while they differ for soot. This is because scattering is the dominant contribution to extinction in case of
water particles (photons are scattered out of the line of sight), while soot has much more loss due to absorption.
As a consequence, the decrease in extinction as a function of wavelength is less steep for soot compared to small
water droplets. However, the extinction of soot at 1550 nm is almost one order of magnitude smaller than
at 550 nm, and more than one order of magnitude for backscattering, which clearly demonstrates the vision
enhancement due to SWIR instruments in continental or indoor environments where smaller water aerosols or
soot will be the dominant aerosol type.

Because of the general decrease of extinction, scattering and backscattering, illumination at 1550 nm can be
expected to perform slightly better in terms of vision enhancement compared to 1300 nm. However, the 1300 nm
LED illumination has almost 2 times more optical power as explained in Sect. 2, which is beneficial to keep
exposure times short in environments having large extinctions.
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Figure 5. Simulated phase function for the parallel and perpendicular polarized component of scattered light of 1550 nm
on water droplets of 0.25 µm diameter, which is the assumed size of droplets during the field test in Sect. 4.

3.2 Vision enhancement due to polarization

Use of polarized light can support vision enhancement applications by reduction of the backscatter signal. The
idea is, if backscatter events preserve the polarization, then this component can be blocked. The (ideal) depo-
larization ratio δ of water droplets is δ = 0 for direct backscatter (i.e. scattering in the angle ϑ = 180◦), which
can be seen from Fig. 5 showing the phase function of the perpendicular (to the scattering plane) and parallel
components of scattered light. Again, these calculations have been performed with miepython. As the wave-
length (here 1550 nm) is larger than the particle size (here 0.25 µm), the phase function is rather Rayleigh-like
with some increasing forward scattering (forward scattering increases with increasing particle size). While the
perpendicular and parallel components show strong differences for most scattering angles (the physical expla-
nation is that both components are produced by induced dipoles that emit dipole radiation, i.e. no emission
in the direction of oscillation), the scattering probabilities in 180◦ are identical, meaning that backscattering
will not change the polarization of incoming light. However, some depolarization occurs in angles close to 180◦,
which is in agreement to more detailed studies7 reporting that depolarization still occurs in angles close to 180◦.
Nevertheless, using linear polarized light and a polarization filter in crossed direction in front of the receiver
will effectively block the backscattered light, while diffuse reflection on targets leads to depolarization making
them still visible. While water droplets are somewhat an ideal case, small dust-like aerosols and ice-crystals have
small depolarization ratios in backward directions as well,8 thus the technique will work for a variety of difficult
visibility environments to different extents.

Other research studies9,10 have shown that circular polarization has a better persistence when transmitting
smoke and fog than linear polarization, but the performance depends on particle size distribution, fog density and
wavelength. Furthermore, it was recently experimentally demonstrated11 that circular polarized light enhances
range and contrast in fog (aiming to enhance road safety and support autonomous vehicles/systems) using
polarization imaging techniques that are based on measuring the difference between two polarization states.
In contrast to these studies, our instrument is not doing polarization imaging. The objective here is to use a
conventional camera in combination with polarized illumination and optics in order to block backscattered light
as explained above.

However, circular polarization has some further advantages: (1) It is not common in nature,12 while linear
polarization is produced by reflection (Fresnel coefficients) on surfaces; (2) relative changes in orientation between
emitter and receiver (i.e. tilt) will affect techniques using linear polarization, but not circular polarization. On
the other hand, the main drawback is that usually quarter-waveplates are used, which is an additional optical
component and thus increasing costs and complexity (although cost-efficient and ready-to-use combinations of
linear filter and quarter-waveplate exist). Furthermore, quarter-waveplates are designed for a limited wavelength
range and thus circular polarization is produced for these specific wavelengths only. This limits the efficiency
in terms of vision enhancements when active illumination has a broader emission spectrum. In the field test
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Figure 6. Example images without smoke of the observed scene during the field test acquired with the Widy SenS 640 (a)
and the SenS 1280 (b) using unpolarized illumination. Subplot (c) is the same as (b), but using the SenS 1280 with linear
polarized illumination and a crossed polarization filter in front of the camera, i.e. observing diffuse illumination only.

(Sect. 4), three measurement sequences using circular polarization were performed to test the vision enhancement
that can be achieved by combining the SWIR LED illumination with circular polarization.

4. FIELD TEST

4.1 Measurements

A field test was carried out on 24 May 2023 in Bremerhaven, Germany, using the breadboard-setup of the
instruments as described in Sect. 2 and shown in Fig. 3. The whole test was performed inside a black tent to
achieve (1) darkness and (2) prevent the smoke produced during the test to dilute or be blown away by wind.
A rescue dummy wearing a life jacket with retroreflectors was placed next to a mount with reflective targets
(95%, 50%, 20% and 5%), in a distance of approximately 5 m from the SWIR instruments. These targets were
used to calculate the Michelson contrast in acquired images under different fog concentrations. Another dummy
with helmet and safety vest equipped with retroreflectors was placed on the other side of the reflectivity panels.
Fig. 6 shows images of the test setup without artificial fog (prior to the measurements) acquired by the Widy
SenS 640 (a) and the SenS 1280 (b) using unpolarized illumination, as well as the SenS 1280 (c) equipped with
a linear polarization filter and using polarized illumination.

Without polarization, retroreflectors lead to strong blooming effects, which disappeared completely when
using polarization because the retroreflectors used here obviously preserve polarization. Specular reflection on
metallic surfaces (e.g. the tripod) disappeared as well, and only diffuse reflection leading to depolarization is
present in image (c). Interestingly, while blooming effects are present in both images (a) and (b), the effect is
much stronger in the SenS 1280 image (b). This is most likely because of the smaller pixel size (10 µm) of the
SenS 1280 leading to a smaller full well capacity (10 000 e− for the high gain mode used here) compared to the
Widy SenS 640 (15 µm and 17 000 e−).

During the field test, 6 measurement sequences were performed each consisting of 10 individual images
acquired at different fog concentrations produced by a commercial theater fog machine (Eurolite Dynamic Faze
1000). Between measurement sequences, the tent was ventilated to remove all fog. Within each sequence, the
fog concentration was constantly increased from image to image. The extinction as a function of wavelength in
the Visible and SWIR spectral range was measured using a self-build transmission instrument explained in detail
in a previous publication.1 To summarize, it consists of two collimated beams each having a d = 30 cm long
free optical path exposed to fog, and two spectrometers for the Visible and SWIR. An initial spectrum I0 was
acquired at clean air before starting the fog machine in each sequence. Another spectrum I was then recorded
for each camera measurement. Using Beer-Lambert’s law

I = I0 · e−σ(λ)·d (1)

the extinction σ(λ) in units m−1 was obtained as a function of wavelength λ. Fig. 7 shows exemplarily the
obtained extinctions for measurement sequence 1. In this case, maximum extinctions of σ(λ) ≈ 3 m−1 at

Proc. of SPIE Vol. 12737  127370Z-6Proc. of SPIE Vol. 12737  1273701-286



Figure 7. Extinction as a function of wavelength during measurement sequence 1. Two spectrometers were used to cover
the spectral range from 550-800 nm and 1050-1650 nm, respectively. The gap between 800-1050 nm is not covered by any
spectrometer. The extinction is increasing from measurement to measurement as fog was produced during the sequence.
The advantage of using SWIR illumination (here around 1300 nm and 1550 nm) instead of Visible light is obvious.

λ = 500 nm were produced. The extinction strongly decreases with wavelength, which is in agreement to Mie
calculations in Sect. 3. The ratio of the measured extinctions at 550 nm and 1550 nm is on average ≈ 18, which
agrees roughly to Mie calculations of water droplets of 0.5 µm, which is a bit larger than the expected particle
size, either due to the glycol content or measurement uncertainties of the transmission sensor.

In measurement sequence 1, images of both cameras were acquired using the 1300 nm illumination unit. The
same test was repeated in the second measurement sequence, but using 1550 nm illumination. Sequence 3 was
again performed using 1300 nm illumination, but only images from the SenS 1280 were recorded, which was
equipped with the 1300 nm spectral filter shown in Fig. 2. The additional vision enhancement brought by linear
polarization was investigated in sequence 4, while sequences 5 and 6 were investigating circular polarization.
Tab. 1 summarizes the different measurement sequences performed during the field test.

4.2 Results

Example images of measurement sequence 1 acquired by the Widy SenS 640 are shown in Fig. 8. Backscattering
is increasing with increasing extinction (fog concentration), most dominant at the right edge of the images, which

Table 1. Measurement sequences performed during the field test.

Sequence Illumination Camera Polarization

1 1300 nm both unpolarized

2 1550 nm both unpolarized

3 1300 nm with spectral filter SenS 1280 unpolarized

4 1300 nm SenS 1280 linear

5 1300 nm SenS 1280 circular (left-handed)

5a 1300 nm SenS 1280 circular (right-handed)

6 1550 nm SenS 1280 circular (left-handed)
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Figure 8. Example images taken with 1300 nm illumination and the Widy SenS 640 in measurement sequence 1 for
increasing particle concentration. The 50% reflectivity panel as well as the 5% panel used for calculation of the Michelson
contrast are indicated by a red and green box, respectively. In addition, a blue line indicates cross sections plotted in
Fig. 9.

is where the LED panels were installed. Red and green boxes indicate regions of interest (ROI) across the 50%
and 5% reflectivity panel. Gray values within these boxes have been averaged to calculate the Michelson contrast

CMichelson =
Imean, 50% − Imean, 5%

Imean, 50% + Imean, 5%
(2)

The intrinsic contrast between these panels is 50−5
50+5 ≈ 0.81. A blue line in the first image of Fig. 8 indicates

the position of cross sections shown in Fig. 9. A sharp decrease is visible in cross-sections of images without fog
(or little fog) at the transition from 50% to 5% panel, and even the black wall can be distinguished from 5%
panel in the cross-section without any fog. When the fog concentration increases, (a) gray values across the dark
5% panel increase as a result of backscattering (that is also clearly visible in the example images in Fig. 8), and
(b) the gray values across the brighter 50% panel decrease as a result of extinction. Therefore the height of the
step between 50% and 5% panels in Fig. 9 decreases until no transition is visible anymore for the last images of
sequence 1 having the largest fog particle concentration.

As a consequence of this behavior, the Michelson contrast plotted in Fig. 10 is decreasing as a function of
extinction. Note, as the Beer-Lambert law (eq. 1) used to calculate extinctions (on the x-axis) requires two input
spectra and the first spectrum (I0) was recorded together with the first image in each sequence for clean air
conditions, no extinction could be calculated for the first image. Instead, the meteorological extinction of the
day of the field test was used as extinction (x-axis value) of the first data point.

In Fig. 10, even negative contrasts are obtained for large extinctions. These are unphysical and an artifact of
the inhomogeneous illumination, which is gauss-shaped with maximum intensity in the center of the image. As
the 50% panel is in the upper half of the image, it is exposed to less light than the 5% panel. This inhomogeneous
illumination can be seen also directly in cross-sections (Fig. 9) or example images (Fig. 8) when the backscattering
is large. As a consequence, the obtained Michelson contrast in image 0 (clean air) is smaller than the intrinsic
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Figure 9. Cross sections of gray values along the blue line
indicated in Fig. 8 during measurement sequence 1. Re-
gions of the 50% panel, the 5% panel as well as the wall of
the (black) tent are labeled.

Figure 10. Michelson contrast calculated from 50% and 5%
reflectivity panels as a function of the measured extinction
at 550 nm (which roughly corresponds to the naked eye).
Note, the extinctions in sequences 5 and 6 exceed the plot-
ted range of the x-axis, which is restricted to 3m−1 for
better comparison.

contrast calculated by the reflectivity of the panels. When backscattering becomes dominant, it is brighter across
the 5% panel compared to the 50% panel, resulting in the observed negative contrasts for large extinctions.

Fig. 10 also shows that the contrast obtained from SenS 1280 images are systematically slightly smaller than
contrasts derived from Widy Sens 640 images. This is again an artifact of the illumination: The Sens 1280 is on
the right side of the illumination unit and, as a consequence, largest backscattering occurs on the left edge in
Sens 1280 images. In contrast, it occurs at the right edge of Widy SenS 640 images as seen in Fig. 8. As the 50%
and 5% panel used to calculate the contrast are located closer to the left edge of the images, the Sens 1280 is
affected more by backscattering compared to the Widy Sens 640 and consequently obtained Michelson contrasts
are systematically smaller. In reality however, both cameras are expected to behave similarly in fog conditions.
In cases of inhomogeneous fog, the SenS 1280 is even expected to perform better because of its better resolution
potentially enabling it to look through areas of smaller particle concentration in fog pitches. On the other
hand, the better full well capacity of the Widy Sens 640 avoids blooming effects, which potentially do not only
occur with retroreflectors (as seen in Fig. 6) but at intense backscattering of highly reflective particles and large
concentrations as well. Thus, both cameras have advantages.

The contrast obtained in measurement sequence 2 (1550 nm, green lines in Fig. 10) generally resembles the
values of sequence 1, both for the Widy Sens 640 and the SenS 1280. For contrast at extinctions < 1 m−1,
sequence 2 mostly exhibits slightly larger contrasts than sequence 1, which is in agreement with Mie calculations
(see Sect. 3) suggesting slightly better performance of 1550 nm in the case of scattering at very small particles.
For extinctions > 1 m−1, sequence 1 (1300 nm) has larger contrasts, but values are negative and unphysical (as
explained above), so no conclusions should be drawn from this.

Measurement sequence 3 (1300 nm + bandpass filter) performs similarly to sequence 1, and therefore no
vision enhancement (as speculated) is obtained by use of the spectral filter. Another drawback of the filter is a
reduction of intensity and thus longer exposure times are needed. However, in real applications an advantage is
blocking of ambient light sources, and therefore optional use of the filter appears still reasonable.

The largest improvement in terms of contrast is achieved by using linear polarization (light blue line in
Fig. 10). Although still exponentially decreasing, the slope is much smaller compared to sequences without use
of polarization, and it is the only line without the contrast dropping below 0. The reason is that backscattering
is eliminated almost entirely, which is demonstrated in Fig. 11 showing example images with and without use
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Figure 11. Example images acquired at similar fog conditions (extinction ≈ 2.4 m−1) during a) measurement sequence 1,
i.e. without polarization showing strong backscattering; b) sequence 4 using linear polarization; c) circular polarization
using 1300 nm illumination in sequence 5; d) circular polarization using 1550 nm in sequence 6. While backscattering is
completely removed using linear polarization (b), it is partially present in the circular polarization images c and d. This
is caused by the broad spectral emission and the quarter-waveplate, which is designed for 1550 nm only (i.e. incomplete
circular polarization is produced). All images were recorded with the SenS 1280 camera.

of polarized light (compare subimages a and b). This is in agreement with theoretical considerations in Sect. 3
predicting no depolarization for scattering in 180◦. However, loss of photons by absorption and scattering out
of the beam (i.e. extinction) is still present. A disadvantage is that not only the backscatter signal but also
retroreflections and specular reflections are eliminated. Specular reflections give rise to contours and improve
interpretation of the image in case of a human observer (this can be also easily seen from Fig. 6), and omitting
retroreflections entirely is on the one hand successfully avoiding blooming effects (again see Fig. 6), but also
results in a loss of (potentially important) details.

Sequences 5 and 6 (light green and magenta lines in Fig. 10) test the vision enhancement caused by use
of circular polarization. In sequence 5, no difference in using left-handed (lh) or right-handed (rh) circular
polarization could be observed. Furthermore, the performance of using circular polarized light in our field test
was found to be better than using unpolarized light, but worse than linear polarization, which appears to be
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in contrast to studies suggesting circular polarization to be preserved better in fog.9–11 The reason is that
the illumination unit produces circular polarization by a combination of linear polarization filter and quarter-
waveplate for 1550 nm (i.e. having a retardance ̸= 0.25 for λ ̸= 1550 nm), i.e. true circular polarization is
produced for 1550 nm only. The emission spectrum on the other hand is rather broad (see Fig. 2). Thus,
blocking of the backscattered light by the polarization optics used is less efficient. This can be easily seen in
Fig. 11: Especially Fig. 11c, which is emission of the 1300 nm unit and thus far away from the quarter-waveplate’s
1550 nm, shows remaining backscattering at the left edge of the image. Fig. 11d, which is (broad) emission around
1550 nm, shows almost no backscattering because the emitted spectrum is much closer to the quarter-waveplate’s
1550 nm. This is in agreement to the quantitative comparison of Michelson contrasts in Fig. 10 showing much
better performance of sequence 6 (1550 nm with circular polarization) than sequence 5 (1300 nm with circular
polarization). Sequence 6 performs almost as good as sequence 4, which blocks the backscatter signal entirely.

5. CONCLUSIONS AND OUTLOOK

An updated version of an optical and hand-held vision enhancement sensor working in the SWIR range was
presented. Therefore, configurations based on different cameras and illumination units at 1300 nm and 1550 nm
were compared during a field test using artificial fog.

Mie calculations show that for smaller water droplets and soot the extinction, scattering and backscattering
in the SWIR are about one order of magnitude smaller than in the Vis (the exact value highly depends on the
aerosol scenario), suggesting strong potential for vision enhancement in continental environments or indoor use.
For the case of small water droplets, theoretical findings were confirmed by spectral measurements of a self-
build transmissiometer during the field test. However, in maritime environments, SWIR will have only limited
advantage in terms of vision enhancement as the dominant aerosols are mainly large water droplets.

Six measurement sequences were conducted to compare any combination of camera and illumination. During
each sequence the extinction was increased and the Michelson contrast was obtained for a quantitative compar-
ison. Within the limits of this study (in particular systematic differences due to inhomogeneous illumination)
no configuration, i.e. combination of camera and illuminator, could clearly outperform the competing configu-
rations. However, strong vision enhancement was achieved by additional combination of emitting and receiving
components with polarization optics. Despite systematic differences from illumination, detectable (positive) con-
trasts in measurements without polarization were found until extinctions (at 550 nm) of 1 m−1 (resp. 3 m
visibility) and for measurements with polarization until extinctions of 3 m−1 (resp. 1 m visibility). Besides
vision enhancement, polarization was found to avoid blooming effects from retroreflectors.

Based on the results from the field test, our new instrument will be updated with polarization optics for
1300 nm as almost two times more intensity is produced compared to 1550 nm LEDs and use of polarization
absorbs photons at the filters.
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ABSTRACT 

We present an overview of our on-going work in the domain of optical choppers with rotational shafts, which we 

proposed and patented. The different constructive solutions are presented and discussed referring to the shape of the 

shafts and of the slits. Our Finite Element Analyses (FEA), developed as a multi-parameter approach considering all the 

material, constructive and functional characteristics of the devices is briefly presented – regarding both the structural 

integrity and the level of deformation of fast rotational shafts with multiple holes. The potential of this novel type of 

optomechanical choppers is pointed out, in comparison to classical solutions of choppers with rotational disks.  

 

Keywords: optomechanics, optical choppers, choppers with shafts, Finite Element Analysis (FEA), modelling, 

rotational velocity, multi-parametric analysis. 

 

1 INTRODUCTION 

Choppers with rotational elements are one of the most utilized optomechanical modulators [1], together with optical 

scanners of different types [2-6]. Most common choppers are built with rotational disks [7-24], but we have introduced, 

patented [25], and developed [26-30] a novel type of choppers, with rotational shafts of different shapes (for example 

cylindrical, conical, or spherical), with slits of different profiles (i.e., with linear margins or as cylindrical holes). Such 

devices have the potential of surpassing the well-known 10 kHz limit of the chop frequency fc of choppers with disks. 

For applications such as laser impulses generating, fc is equal to the frequency of these impulses. Such macro-choppers 

with shafts are a simple and cost-effective alternative to Micro-Electro-Mechanical Systems (MEMS)-based choppers 

[31,32], which have higher costs (unless mass production is in place) and for which the technology may not be mature, 

as well. Also, macro-choppers are a more robust solution from a mechanical point of view. Many of their applications 

(for example for radiometers and pyrometers [7-9], telescopes [10,11], laser manufacturing [12,13], polarimetry [14], 

spectroscopy [15], light attenuation [24] (as an alternative to other devices [33]) and biomedical systems [16]) are in 

fixed laboratory-based systems, therefore their (higher) weight and dimensions are not major issues. 

The aim of this presentation is to briefly point out some of our directions of research and contributions in the field, as 

well as advantages and drawbacks in comparison to other types of choppers.  

2 CHOPPERS WITH SHAFTS VS. CHOPPERS WITH DISKS 

Choppers with disks may reach their maximum fc of 10 kHz for disks with 100 windows, which are currently 

commercially available [34]. However, in practice issues such as vibrations already appear around 3 kHz, therefore, 

MEMS with oscillatory elements may be a solution, while choppers with shafts can be a more robust and reliable one. 

In addition, disks choppers with windows with linear margins (what we called “classical” choppers) have a limited 

possibility of generating different profiles of laser impulses, although we have demonstrated that, using certain 

relationships between its geometrical parameters and those of the laser beam, one can obtain a range of such profiles 

[14,15], even for the simpler case (from an analytical point of view) of top-hat incident laser beams. 
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Therefore, we have first proposed and patented [17] a configuration of chopper disk with non-linear margins, outward or 

inward oriented. We have demonstrated that such devices, in their simpler configuration, with semi-circular margins of 

the windows do allow for a more flexible design of the profile of the generated laser impulses [16,18], as a supplemental 

degree-of-freedom (DOF) is added to the analysis and design process, i.e. the radius ρ of the semi-circular margins. It is 

worth mentioning that the transmission functions deduced for such devices are actually the general case of classical 

choppers. Therefore, the transmission functions of the latter can be obtained as particular cases, when ρ → ∞ (thus, the 

windows margins would become linear). We have named these novel devices “eclipse” choppers, because of the way the 

obscuration of the section of the beam in the plane of the disk occurs, similarly to a planetary eclipse [15-17], and 

somehow similar to the way vignetting is produced in optical systems [35]. 

3 CHOPPERS WITH SHAFTS 

Several examples of designs of such choppers are presented in Fig. 1. Proof-of-concept devices were manufactured for 

the initial testing in the patenting process, while mechanically reliable variants have been further developed on our 

Bridge Grant (BG) project [36].  

 

Figure 1. Optomechanical choppers with cylindrical rotational shafts: (a) with longitudinal slits; (b) with circular holes [25]. 

Notations: 1. shaft; 2. slit; 3. incident laser beam; 4. emergent laser beam/laser impulses. 

 

A first analysis of the transmission function of the cylindrical shaft configuration of such choppers was performed in 

[26], for top-hat laser beams. We demonstrated that the chopping process of these devices is similar to that of choppers 

with disks (although with several peculiarities). The characteristic mathematical functions were deduced and analysed 

with regard to the parameters of the device.  

However, the most challenging analysis of such choppers proved to be the mechanical one. Thus, the chop frequency fc 

(therefore the frequency of the generated laser impulses) increases both with the rotational velocity ω of the shaft and 

with the number n of slits through the shaft, with the simple relationship 

fc = n·ω / 2π.                                                                               (1) 

The necessity to increase both n and ω arises structural integrity and deformation issues. In this respect one must point 

out that ω can be similar for such devices with the high values reached for example for polygonal mirror (PM)-based 

scanners [5,31], which can have a common ω of 54 krpm, and up to 70 krpm. Appropriate sensors and control structures 

have been developed (in general by the industry) for such levels of ω. 

The above issues must be addressed through a Finite Element Analysis (FEA) of each chopper configuration, similar to 

the efforts made in such respect for PMs [1-5]. Figure 2 presents an example of a FEA performed for one of the 

considered shapes of shafts for these choppers. 
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(a)  

(b)      

Figure 2. Optomechanical choppers with cylindrical rotational shafts: (a) with longitudinal slits; (b) with circular holes [25]. 

Notations: 1. shaft; 2. slit; 3. incident laser beam; 4. emergent laser beam/laser impulses. 

 

As presented in detail in [27-30], the performed analyses included deducing through ANSYS simulations the Von 

Misses stresses and the level of deformations for all three types of shafts, for both longitudinal (i.e., with linear margins) 

slits and for all constructive and functional parameters of these choppers: diameter D of the cylinder, dimensions of the 

slits, number n of slits (from 2 to 4 and 8 – in that first analysis), as well as rotational velocity ω of the shaft.  

In all the performed FEA, 25 configurations of choppers were considered for each type of shaft, with diameters of the 

shafts of 20, 40, 55, 80, and 110 mm and with slits with widths considered with a step of 1 mm, from 1 to 5 mm. 

Also, two different materials have been considered: (i) steel, with the density equal to 7850 kg/m3, Poisson coefficient of 

0.3, elastic modulus of 200000 MPa, and yield stress of 250 MPa; (ii) Al alloy, with the density equal to 2770 kg/m3, 

Poisson coefficient of 0.33, elastic modulus of 71000 MPa, and yield stress of 280 MPa [27-30]. 
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(a)  

 

(b) 

Figure 3. Result of the FEA for a chopper with a cylindrical shaft with two dimensions of longitudinal slits, (a) with [2 x 2 

mm] and (b) with [3 x 3 mm], as well as with two different materials, (a) structural steel and (b) aluminium 

alloy: equivalent Von Misses stress [MPa] vs. shaft velocity ω [krpm] and diameter D. 

The results, such as these presented as an example in Fig. 3, allow for determining the limits for a certain parameter 

when all other parameters (and the shaft material) are set or can be set within a certain interval. The imposed conditions 

are to mantain the mechanical stress lower than the threshold of the maximum admissible stress, as well as the 

deformations in the elastic (with no trespassing into the plastic) domain. Thus, the values of equivalent (von Mises) 

stresses must be lower than the yield stress of the considered material: 250 MPa for structural steel and 280 MPa for 

aluminum alloy. 
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One must highlight that, besides the equivalent Von Misses stress in the rotational shaft (as presented in Fig. 3), the 

considered configurations can reach plastic deformations as well. Such configurations are also considered failures and 

the design process must avoid them and reach configurations that do not reach the above limits. 

The cross sections displacements that are produced by the high levels of rotational velocities have been investigated, as 

well, because these sections change shape, as the entire cylindrical shaft may tend to become barrel-like. This may 

impact the process of generating certain profiles of laser impulses, therefore it must be kept within certain limits. 

4 CONCLUSIONS 

The novel device, of choppers with shafts have been showing potential in reaching much higher chop frequency in 

comparison to the existing choppers with disks. Further studies are necessary to reach the limits of today’s motors, i.e. 

120 krpm in rotational velocity. Also, the trade-off between shafts diameter and number of slits must be studied 

considering the level of ω – and for specific materials. Applications are planned for such choppers, in radiometry and 

laser manufacturing, but also in biomedical imaging in dual systems that correlate optical coherence tomography and 

confocal microscopy in low coherence interferometry systems. Other applications of interest include to obscure the 

secondary mirrors of telescopes, as well as to generate laser impulses of controlled frequencies and profiles.  
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