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Abstract

Significance: Two-dimensional (2-D) fully convolutional neural networks have been shown
capable of producing maps of sO, from 2-D simulated images of simple tissue models.
However, their potential to produce accurate estimates in vivo is uncertain as they are limited
by the 2-D nature of the training data when the problem is inherently three-dimensional (3-D),
and they have not been tested with realistic images.

Aim: To demonstrate the capability of deep neural networks to process whole 3-D images and
output 3-D maps of vascular sO, from realistic tissue models/images.

Approach: Two separate fully convolutional neural networks were trained to produce 3-D maps
of vascular blood oxygen saturation and vessel positions from multiwavelength simulated
images of tissue models.

Results: The mean of the absolute difference between the true mean vessel sO, and the network
output for 40 examples was 4.4% and the standard deviation was 4.5%.

Conclusions: 3-D fully convolutional networks were shown capable of producing accurate sO,
maps using the full extent of spatial information contained within 3-D images generated under
conditions mimicking real imaging scenarios. We demonstrate that networks can cope with some
of the confounding effects present in real images such as limited-view artifacts and have the
potential to produce accurate estimates in vivo.
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1 Introduction

Blood oxygen saturation (sO,) is an important physiological indicator of tissue function and
pathology. Often, the distribution of oxygen saturation values within a tissue is of clinical
interest, and therefore, there is a demand for an imaging modality that can provide high-
resolution images of sO,. For example, there is a known link between poor oxygenation
in solid tumor cores and their resistance to chemotherapies, thus images of tumor blood
oxygen saturation could be used to help stage cancers and monitor tumor therapies.'”
Some imaging modalities have been shown capable of providing limited information about
or related to sO, in tissue. Blood oxygenation level-dependent magnetic resonance imaging,
which is sensitive to changes in both blood volume and venous deoxyhemoglobin
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concentration, can be used to image brain activity, but cannot respond to changes in oxygen
saturation.’ Purely optical techniques, such as near-infrared spectroscopy and diffuse optical
tomography, can be used to generate images of oxygen saturation.*> However, because of
high optical scattering in tissue, these modalities can only generate images with low spatial
resolution beyond superficial depths.

Photoacoustic (PA) imaging is a hybrid modality that can be used to generate high-resolution
images of vessels and tissue at greater imaging depths than purely optical modalities.® PA image
contrast depends on the optical absorption of the sample, so images of well-perfused tissues and
vessels can, in principle, be used to generate images of sO, with high specificity. However,
unlike strictly optical techniques, information about the contrast in PA images is carried by
acoustic waves that can propagate from deep within a tissue to its surface undergoing little scat-
tering. In the ideal case of a perfect acoustic reconstruction, the amplitude of a voxel in a PA
image can be described as

Po(x,4) = pa (X, YT (X)D(X, 4; g i, 9), )

where x is the voxel’s location within the sample, A is the optical wavelength, y,, is the optical
absorption coefficient, u is the scattering coefficient, g is the optical anisotropy factor, I" is the
PA efficiency (assumed here to be wavelength independent), and @ is the light fluence. Images of
sO, may only be recovered if the sample’s absorption coefficients [or at least the absorption
coefficient scaled by some wavelength-independent constant, such as pu,(x,4)['(x)] can be
extracted from each image. In the hypothetical case where the sample’s fluence distribution
is constant with wavelength, a set of PA images acquired at multiple wavelengths automatically
satisfies this requirement. However, because the optical properties of common tissue constituents
are wavelength dependent, this condition is never met in in vivo imaging scenarios.” In general,
knowledge of the fluence distribution throughout the sample at each excitation wavelength is
required to accurately image sO,.% If an accurate fluence estimate is available, then an image of
the sample’s relative optical absorption coefficient at a particular wavelength can be obtained
by performing a voxelwise division of the image by the corresponding fluence distribution,
as described by

A
D) Ha (x, )L(x). (@)

In some cases, it might be possible to measure an estimate of the fluence using an adjunct
modality,9 but more commonly, attempts have been made to model the fluence. However,
because the optical properties of a tissue sample are usually not known before imaging (the
only reason the fluence is estimated at all is so that unknown information about the sample’s
optical absorption coefficient can be recovered from the image data), it is difficult to model the
fluence distribution. A variety of techniques have been developed to recover tissue absorption
coefficients from PA images without total prior knowledge of the tissue’s optical properties.
Progress toward solving this problem can be summarized into three key phases. In the first phase,
one-dimensional analytical fluence models were used to estimate the fluence by taking advan-
tage of assumed prior knowledge of some of the sample’s optical properties, or by extracting the
optical properties of the most superficial layers from image data.'*" In the latter case, the effec-
tive attenuation coefficient of the most superficial tissue layer (assumed to be optically homo-
geneous) is usually estimated by fitting an exponential curve to the decay profile of the image
amplitude above the region of interest (e.g., a blood vessel).

In the next phase, sample optical properties were recovered using iterative error minimization
approaches.'®!? With these techniques, knowledge of the underlying physics is used to formu-
late a model of image generation. The set of model parameters (which might include the con-
centrations of deoxyhemoglobin and oxyhemoglobin in each voxel) that minimizes the error
between the images generated by the model and the experimentally acquired images are treated
as estimates of the same parameters in the real images. This technique is only effective when the
model of image generation is able to generate a set of simulated images very similar to the real set
of images when the correct values for the chromophore concentrations are estimated. This is only
possible when the image generation model is able to accurately model image acquisition in the
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real system. In practice, accurate models of image generation are challenging to formulate as not
all aspects of the data acquisition pathway are fully characterized. Therefore, this technique has
not yet been shown to be a consistently accurate method for imaging sO, in tissue. Both iterative
error-minimization and analytical techniques may require significant a priori knowledge of sam-
ple properties, such as all the different constituent chromophore types. This information is not
always available when imaging tissues in vivo, and thus this requirement further reduces their
viability as techniques for estimating sO, in realistic imaging scenarios. The recent emergence of
a third phase has introduced data-driven approaches for solving the problem.?>>® With these
approaches, generic models are trained to output images of sO, or optical properties by process-
ing a set of examples.”” These data-driven models find solutions without significant a priori
knowledge of sample properties and do not require the formulation of an image generation model
using assumed prior knowledge of all the aspects related to image acquisition. Techniques based
on data-driven models, such as deep learning, have been used to estimate sO, from two-
dimensional (2-D) PA images of simulated phantoms and tissue models.?*2>?*2>2% Fylly con-
nected feedforward neural networks have been trained to estimate the sO, in individual image
pixels given their PA amplitude at multiple wavelengths.?® Because the fluence depends on the
three-dimensional (3-D) distribution of absorbers and scatters, a pixelwise approach does not use
all of the information available in an image. Encoder—decoder type networks, capable of utilizing
spatial as well as spectral information, have been trained to process whole multiwavelength 2-D
images of 2-D tissue models,?>?*?>?% or 2-D images sliced from more realistic 3-D tissue models
featuring reconstruction artifacts,”’ and output a corresponding 2-D image of the sO,/optical
absorption coefficient distribution. Although 2-D convolutional neural networks can take advan-
tage of spatial information to improve estimates of sO,, networks trained on 2-D images sliced
from 3-D images are missing information contained in other image slices that might improve
their ability to learn a fluence correction. 3-D networks are often better at learning tasks requiring
3-D context.**? Therefore, it is important to show that networks can take advantage of all four
dimensions of information from a multiwavelength PA image dataset to estimate sO,. In addition
to supervised learning, an unsupervised learning approach has been used to identify regions
containing specific chromophores (such as oxyhemoglobin and deoxyhemoglobin) in 2-D simu-
lated images.*® The technique has not yet been used to estimate sO, and has only been tested on a
single simulated phantom lacking a complex distribution of absorbers and scatterers that would
normally be found in in vivo imaging scenarios.

As we aim toward developing a technique for estimating 3-D sO, distributions from in vivo
image data, a more robust demonstration of a data-driven technique’s ability to acquire accurate
sO, estimates by processing whole 3-D images of realistic tissue models is desired. We trained
two encoder—decoder type networks with skip connections to (1) output a 3-D image of vascular
sO, and (2) output an image of vessel locations from multiwavelength (784, 796, 808, and
820 nm) images of realistic vascular architectures immersed in three-layer skin models, featuring
noise and reconstruction artifacts.

Ideally, networks would be trained on in vivo data to demonstrate their ability to cope with all
the confounding effects present in real images. However, because there is no reliable technique to
acquire ground truth sO, data in vivo, generating such a dataset is very difficult. Blood flow
phantoms can be used to generate images with accompanying information about the ground
truth sO,.%3* However, these phantoms are usually much simpler than real tissue (e.g., optically
homogeneous tissue backgrounds, tube-shaped vessels) and thus are not ideal for assessing
whether networks can produce accurate estimates in more realistic cases. To overcome this,
simulated images of realistic tissue models with known ground truths were used instead.
The drawback with this approach is that simulations cannot capture every aspect of a real meas-
urement, e.g., the noise and sensor characteristics may not be well known. Nevertheless, using
training data that has been simulated in 3-D with limited-view artifacts, a gold-standard light
model, realistic optical properties, and noise levels provides a good indication of the network’s
ability to cope with measured data. Furthermore, given the difficulty of obtaining measured data
with a ground truth, pretraining with realistic simulation data could be a very useful step prior to
transfer training with a limited amount of measured data. Details about how the simulated images
were generated are described in Sec. 2. Section 3 describes the network architecture and details
about the training process. Section 4 describes the results.
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2 Generating Simulated Images

Ideally, a network trained to estimate sO, from in vivo images would be capable of generating
accurate estimates from a wide range of tissue samples with varying optical properties and dis-
tributions of vessels. In addition, the network should be able to do this despite the presence of
reconstruction artifacts and noise. This section describes each step involved in the generation of
the simulated images used in this study.

2.1 Tissue Models

A set of several hundred tissue models, each featuring a unique vascular architecture and dis-
tribution of optical properties, were generated by immersing 3-D vessel models acquired from
computed tomography (CT) images of human lung vessels into 3-D, three-layer skin models
(some examples are shown in Fig. 1).3® Each skin model contained three skin layers (an epi-
dermis, dermis, and hypodermis). The thickness of each skin layer (epidermis: 0.1 to 0.3 mm,
dermis: 1.3 mm to 2.9 mm, hypodermis: 0.8 mm to 2.6 mm), and the optical absorption proper-
ties of the epidermis and dermis layers were varied for each tissue model. A unique tissue model
was generated for each vascular model. The equations used to calculate the optical properties of
each skin layer and the vessels at each excitation wavelength (784, 796, 808, and 820 nm) are
presented in Table 1 in Appendix B. These wavelengths were chosen as they fell within the near-
infrared (NIR), and data were available for all skin layers at these wavelengths. The absorption
properties of the epidermis layer of each tissue model were determined by choosing a random
value for the melanosome volume fraction that was within expected the physiological range.
The absorption properties of the dermis layer were determined by choosing random values for
the blood volume fraction and dermis blood sO, within the expected physiological range. For
each tissue model, each independent vascular body was randomly assigned one of three ran-
domly generated sO, values between 0% and 100%. The PA efficiency throughout the tissue
was set to one with no loss of generality.

2.2 Fluence Simulations

The fluence in each tissue model at each excitation wavelength was simulated with MCXLAB, a
MATLAB® package that implements a Monte Carlo (MC) model of light transport (considered
the gold standard for estimating the fluence distribution in tissue models).*” Fluence simulations
were run with 10° photons, the maximum number of photons that could be used to generate 1024
sets of images in ~1 week using a single NVIDIA Titan X Maxwell graphics processing unit
(GPU) with 3072 CUDA cores and 12 GB of memory. A large number of photons were used in
order to reduce the MC variance to the point where it no longer contributed significantly to the
noise in the simulated data. Noise was subsequently added in a systematic way to the simulated
time series, as described in Sec. 2.3.

3D Vascular models 3 Layer skin model
CT Images of Human Lung (Epidermis, Dermis, Hypodermis)
(a) (b)

Fig. 1 (a) Example of a 3-D vessel model (acquired from CT images of human lungs) used to
construct 3-D tissue models. (b) Schematic of three-layer skin model used to construct tissue
models.
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MC simulations were run with voxel sidelengths of 0.1 mm, and simulation volumes with
dimensions of 40 x 120 x 120 voxels. Tissue models were assigned depths of 4 mm as this is the
approximate depth limit for clear visualisation of vessels in vivo with the high-resolution 3-D
scanner reported in Refs. 38 and 39. The fluence was calculated from the flux output from
MCXLAB by integrating over time using timesteps of 0.01 ns for a total of 1 ns, which was
sufficient to capture the contributions from the vast majority of the scattered photons. A trun-
cated Gaussian beam with a waist radius of 140 voxels, with its center placed on the center of the
top layer of epidermis tissue, was used as the excitation source for this simulation. Photons
exiting the domain were terminated. The fluence simulations were not scaled by any real unit
of energy, as images were normalized before inserting them into the network. Each fluence dis-
tribution was multiplied pixelwise by an image of the tissue model’s corresponding optical
absorption coefficients to produce images of the initial pressure distribution at each excitation
wavelength.

2.3 Acoustic Propagation and Image Reconstruction

Simulations of the acoustic propagation of the initial pressure distributions from each tissue
model, the detection of the corresponding acoustic pressure time series at the tissue surface
by a detector with a planar geometry, and the time reversal reconstruction of the initial pressure
distributions from these times series were executed in k-Wave.*’ Simulations were designed with
a grid spacing of 0.1 mm, dimensions of 40 X 120 X 120 voxels, and a perfectly matched layer of
10 voxels surrounding the simulation environment. Each tissue model was assigned a homo-
geneous sound speed of 1500 m/s. 2-D planar sensor arrays are often used to image tissue
in vivo, as it is a convenient geometry for accessing various regions on the body.**!*> A sensor
array with a planar geometry was used in this study to mimic conditions expected in real imaging
scenarios. A 2-D planar sensor mask covering the top plane of the tissue model was used to
acquire the time series data. Because of its limited-view geometry, the sensor array will detect
less pressure data emitted from deeper within the tissue, as these regions will subtend a smaller
angle with the sensor. As a result, the reconstruction will have limited-view artifacts, which will
become more pronounced with depth.**

To avoid the large grid dimensions that would be required to capture the abrupt change in
the acoustic pressure distribution at the tissue surface, and consequently long simulation times,
the background signal in the top three voxel planes was set to zero. This has a similar effect to the
bandlimiting of the signal during measurement that would occur in practice and has no effect on
the simulation of the artifacts around the vessels due to the limited detection aperture. Furthermore,
in experimental images, the superficial layer is often stripped away to aid the visualization of the
underlying structures. Similar approaches have been used to improve sO, estimates generated by
2-D networks. In Ref. 22, the 10 most superficial pixel rows were removed from images before
training to ensure that features deeper within the tissue (and therefore, dimmer than the compa-
ratively bright superficial layers) were more detectable. Similarly, superficial voxel layers were
removed from images in Ref. 21 to improve the accuracy of sO, estimates.

Noise was added to each datapoint in the simulated pressure time series by adding a random
number sampled from a Gaussian distribution with a standard deviation of 1% of the maximum
value over all time series data generated from the same image, resulting in realistic SNRs of
about 21 dB. Details of how this noise test was carried out and how the SNR was calculated
are provided in Appendix A.

3 Network Architecture and Training Parameters

A convolutional encoder—decoder type network with skip connections (EDS) (shown in Fig. 2
and denoted as network A) was trained to output an image of the sO, distribution in each tissue
model from 3-D image data acquired at four wavelengths. Another network, network B, was
assigned an identical architecture to network A and was trained to output an image of vessel
locations from the image sets (thereby segmenting the vessels). Figure 3 shows an example
of the networks’ inputs and outputs. An EDS architecture was chosen for each task, as they
have been shown to perform well at image-to-image regression tasks (i.e., tasks where the input
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[]1

Fig. 3 (a) 2-D slices of 3-D p, images simulated at four wavelengths from a single tissue model
used as an input for networks A and B. (b) The corresponding 2-D slices of the 3-D outputs of the
networks and the ground truths for this example.

data are a set of images and the output is an image).** The architecture takes reconstructed 3-D
images of a tissue model acquired at each excitation wavelength as an input. The multiscale
nature of the network allows it to capture information about features at various resolutions and
use image context at multiple scales.*~*’ The network’s skip connections improve the stability of
training and help retain information at finer resolutions. Finally, the network outputs a single 3-D
feature map of the sO, distribution or the vessel segmentation map.

An EDS network was trained to segment vessel locations because, although prior knowledge
of the locations of vessels in the images was available for this in silico study, this information will
not always be available when imaging tissues in vivo. Some technique for segmenting vessel
positions from images is needed to enable the estimation of mean vessel sO, values (the mean of
the estimated sO, values from all the voxels in a vessel) from the output map. Therefore, a vessel
segmentation network was trained to show that neural networks can be used to acquire accurate
mean vessel sO, estimates without prior knowledge of vessel positions. The outputs of network
B were only used to enable the calculation of mean vessel sO, values without assumed prior
knowledge of vessel positions and were not used to aid the training of network A. As will be
discussed in Sec. 4, the output of the segmentation network also provides some information
about where estimates in the output sO, map may be more uncertain. This information can
be used to improve mean vessel sO, estimates by disregarding values from these regions.
Two separate networks were trained for each task to limit additional bias in the learned features
that would arise from training a single network to learn both tasks simultaneously. In Ref. 22,
two different loss functions were used in a single network trained to produce both an image of the
vascular sO, distribution and an image of vessel locations. A different loss function was used for
each task/branch of the network, where each function was arbitrarily assigned equal weights.
Training two separate networks has the benefit that it removes the need to assign arbitrary
weights to multiple loss functions that may be used to train a single network.

3.1 Training Parameters

Networks A and B were trained with 500 sets of images, corresponding to 500 different tissue
models. An image of the true sO, distribution of the vessels was used as the ground truth for
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Fig. 4 Relative loss curves (g4) for the sO, estimating network.

network A. A binary image of true vessel locations was used as the ground truth for network B.
Network A was trained for 98 epochs (loss curve shown in Fig. 4), while network B was trained
for 84. Both networks were trained with a batch size of five image sets, a learning rate of 1074,
and with Adam as the optimizer. Training was terminated with an early stopping approach using
a validation set of five examples. The networks were trained with the following error functionals,
€(0y) and €(03), (the norm of the squared difference between the network outputs and the
ground truth images)

€g, = [[Ag,[Po(x. 2)] = sO5*(x)]13. ©)

and

€9, = || By, [Po(x, 2)] — seg™e(x)|3. )

where pg(x, 4) are the multiwavelength images of each tissue model, sO¥"®(x) and seg"™¢(x) are
the ground truth sO, and vessel segmentation images, and 6, and @5 are the network parameters.
Once trained, the networks Ay, and By, were evaluated on 40 test examples.

3.2 Output Processing

The mean sO, of each vascular body was calculated using the voxels that had corresponding
values >1 in the segmentation network (i.e., voxels that were confidently classified as belonging
to a vessel by the segmentation network).

First, the indices associated with each major body in the segmentation network output [V (x)
where x denotes the voxel index] were identified with the following method.

The output of the segmentation network V(x) (where x denotes the voxel index) was thresh-
olded so all voxels with intensities <0.2 were set to zero, producing a new image V'(x). This was
done to remove small values that connected all the vessels into one large body, ensuring each
vessel was isolated in the volume. Then, the indices associated with each major body in V’(x)
were identified using the bwlabeln() MATLAB function, generating a labeled image L (x), where
all the voxels belonging to each independent connected body were assigned the same integer
value, and each body in the image was assigned a unique value to be identified by (e.g., all the
voxels belonging to a certain body were assigned a value of one, all the voxels in a different body
were assigned a value of two, and so on).

Then, V'(x) was thresholded so all voxels with intensities <1 were set to zero, producing
a new image V'/(x). This was done to isolate voxels where the network was confident that
vessels were present. The output values from the segmentation network are approximately in
the range O to 1 because the segmented training data images were binary, so the threshold of
0.2 (chosen empirically) was applicable to all the output images without requiring an additional
normalization.
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All the voxels in L(x) that now had values of zero in V''(x) were also set to zero, producing a
new image L,(x). Voxels that were once a part of the same body before this thresholding step
may now be in separate bodies. However, their voxel ID retains information about which body
they originally belonged to. This allows for the mean sO, in each major vessel body to be cal-
culated despite the thresholding (which removed voxels with low values in the segmentation
network output) breaking up voxels that were once apart of the same body.

The mean sO, of the voxels sharing the same integer value in L, (x) were calculated using the
corresponding values in the output of the sO, estimating network. The ground truth mean sO, of
the voxels sharing the same integer value in L,(x) were calculated using the values from the
ground truth sO, distribution.

4 Results and Discussion

The 3-D image outputs of both the sO,-estimating and segmentation networks were processed in
order to calculate the mean sO, in each major vessel body using only the sO, estimates from
voxels that the segmentation network was confident contained vessels (the reason for using the
segmentation output was so that the mean vessel sO, could be calculated without a priori knowl-
edge of vessel locations that might not be available in an in vivo scenario). More details about
how this process was performed are provided in Sec. 3.2. The mean of the absolute difference
between the true mean vessel sO, and the output mean vessel sO, over all 40 sets of images was
4.4%, and the standard deviation of the absolute difference between the true mean vessel sO, and
the output mean vessel sO, was 4.5% (some 2-D image slices taken from the networks’ 3-D out-
puts are shown in Fig. 5, and a plot of all the estimates is provided in Fig. 6). Therefore, on average,
the predicted mean vessel sO, was within 5% of the true value. The mean difference between the
true mean vessel sO, and the output mean vessel sO, was —0.3% with a standard deviation of
6.3%. The typical error for a mean vessel sO, estimate was thus between —6.6% and 6.0%.

To assess the effect that using the output of the segmentation network may have had on the
accuracy of the sO, estimates, the mean sO, of each vascular body in the network output was
estimated using the voxels known to belong to each vessel, as opposed to the voxels assigned to
each body by the segmentation network output. Curiously, the accuracy of the estimates decreased
when the ground truth vessel voxels were used for calculating mean sO, values. Figure 6 shows
a plot of the results over 40 tissue models. The mean of the absolute value of the offset between
the true value and the network output was 16.6%, the mean offset was 16.2%, and the standard
deviation of the offset was 11.5%. This suggests that regions where the segmentation network
confidently classified as belonging to a vessel corresponded to regions where the sO, network
was more accurate. Furthermore, it is clear that the accuracy of the sO, estimates calculated using
the ground truth vessels positions decreases with depth. We do not observe this in the estimates
calculated using the output of the segmentation network, suggesting that the use of the segmen-
tation network corrects for the depth dependence of the accuracy of network A.

Even though both networks are trained separately, they share the same input data, network
architecture, and are trained with the same loss function where only the distribution of values in
the corresponding ground-truth varies (continuous versus binary). As such, it is not surprising
that the learned mapping properties are similar and complement each other. The L2 loss was used
for training network B (as opposed to a binary classification loss function that would normally be
used for a segmentation task) to ensure that the network outputs would retain more information
about the uncertainty of estimates.

Both networks A and B reflect the limited-view nature of the data in their outputs, hence the
positions of the vessels in both differ similarly from the ground truth. The accuracy of the output
of both networks decreased with the depth of the vessels, i.e., the distance from the detector
array, as can be seen in Fig. 5. There are a couple of reasons for why this might be the case.
First, image SNR decreases with depth. The image SNR decreases with depth both because
the fluence decays with depth and because of the depth-dependence of the limited-view recon-
struction artifacts. Second, these artifacts become more spread in out in space with depth, intro-
ducing greater uncertainty as to the shape and location of the vessels. The output of both
networks is least accurate in the deepest corners of each image, where the artifacts are the most
significant.
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Fig. 5 2-D slices of 3-D network outputs and corresponding ground truth sO, and vessel segmen-
tation images for two different tissue models (labeled a and b).

Filters in a convolutional layer are the same wherever they are applied in the image, they are
spatially invariant, and are, therefore, most suited to detecting features that are also spatially
invariant. However, the limited-view artifacts are not; they are small close to the center of
the sensor array and become more significant further away. The multiscale nature increases
the receptive field and hence locality can be learned by the network. Nevertheless, we decided
to limit the receptive field using a slightly smaller network architecture than the classic U-Net.
In this way, we retain uncertainty in the deeper tissue layers instead of introducing a learned
bias.

The 3-D results shown in Figs. 5 and 6 are of comparable accuracy to results from other
groups obtained by training 2-D convolutional neural networks to process 2-D images (lacking
the presence of reconstruction artifacts) of simpler 2-D tissue models.”>**?> The technique
presented here was not only able to handle more complex tissue models (the tissue models pre-
sented here feature more realistic vascular architectures and multiple skin layers with varying
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Fig. 6 (a) Plot of the output mean vessel sO, versus the true values for all the vessels in 40 tissue
models not used for training, calculated with the voxels belonging to each vessel as determined
by the segmentation network output. (b) Plot of the mean sO, values for the same 40 tissue
models calculated using the voxels known to belong to each vessel as determined by the ground
truth vessel positions. These plots show that using the output of the segmentation network in
combination with the output of the sO,-estimating network significantly improves the accuracy of
the estimates.

thicknesses and optical properties), but also took as the input data 3-D images featuring noise
and reconstruction artifacts. Unlike networks trained on 2-D images sliced from 3-D images of
tissue models (such as those used in Ref. 21), the 3-D networks were able to use information
from entire 3-D image volumes to generate estimates. Because the fluence distribution and lim-
ited-view artifacts are 3-D in nature, learning 3-D features is more efficient than trying to learn to
represent 2-D sections/slices through 3-D objects with 2-D feature maps. This likely increases
their ability to produce accurate estimates in more complex tissue models. Despite being more
sophisticated than other tissue models used to date, the tissue models used here were nevertheless
created with some simplifying assumptions. Each skin layer was assigned a planar geometry,
where the value of the optical properties associated with each layer at each wavelength remained
constant within each layer (e.g., the scattering coefficient of the epidermis was constant within
the epidermis layer). Although the absorption coefficient of each layer was varied for each tissue
model, the scattering coefficient of each skin type remained constant (but did vary with wave-
length). Other experimental factors that can affect image amplitude, such as the directivity of the
acoustic sensors, were not incorporated into the simulation pipeline. It remains to be seen the
extent to which these assumptions will hold true when this network is applied to in vivo data. To
ensure that networks initially trained on simplified simulated images can output accurate esti-
mates when provided real images, networks may have to be modified with transfer training,
taking advantage of datasets of real images.*****’ Looking beyond the complexity of the tissue
models, there are other more fundamental challenges that will make the application to living
tissue nontrivial. In order to train a network using a supervised learning approach with in vivo
data (or even to validate any technique for estimating sO, in vivo), the corresponding ground
truth sO, distribution must be available. It is unclear as to how this information might be
acquired, and this poses a significant challenge that must be overcome to realize or validate
the application of the technique. As an intermediate step toward generating in vivo datasets,
blood flow phantoms with tuneable sO, could be used to generate labeled data in conditions
mimicking realistic imaging scenarios.>>** Although it is important to show that a network can
cope with all the confounding effects present in real images of tissue, it is still interesting and
important to know that the technique can cope with at least some of the challenges faced in such
scenarios. This work provides an essential demonstration of the technique’s ability to generate
accurate 3-D estimates from 3-D image data despite the presence of some confounding exper-
imental effects that distort image amplitude, and despite some variation in the distribution of
tissue types and the distribution of vessels for each tissue model.
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5 Conclusions

Data-driven approaches have been shown capable of recovering sample optical properties and
maps of sO, from 2-D PA images of fairly simple tissue models. However, because the fluence
distribution and limited-view artifacts are 3-D, 2-D networks are at a disadvantage as they must
learn to represent 2-D sections/slices through 3-D objects with 2-D feature maps. Networks that
can process whole 3-D images with 3-D filters are more efficient as they can detect 3-D features,
and this likely increases their ability to produce accurate estimates in more complex tissue mod-
els. There may be cases where accurate sO, maps may only be generated with 3-D network
architectures. Therefore, to assess whether data-driven techniques have the potential to provide
accurate estimates in realistic imaging scenarios, it is essential to demonstrate a neural network’s
ability to process 3-D image data to generate sO, estimates. The capability of an EDS to generate
accurate maps of vessel sO, and vessel locations from multiwavelength simulated images
(containing noise and limited view artifacts) of tissue models featuring optically heterogeneous
backgrounds (with varying absorption properties) and realistic vessel architectures was demon-
strated. Regions where the segmentation output was confident in its predictions of vessel locations
corresponded to more accurate regions in the sO,-estimating network output. As a consequence,
the accuracy of the network’s mean vessel sO, estimates improved when the output of the
segmentation network was used to determine vessel locations as opposed to the ground truth.
In contrast to both analytical and iterative error-minimization techniques, the networks were able
to generate these estimates without total knowledge of each tissues’ constituent chromophores,
or an accurate image generation model—both of which would not normally be available in a
typical in vivo imaging scenario. This work shows that fully convolutional neural networks can
process whole 3-D images of tissues to generate accurate 3-D images of vascular sO, distributions,
and that accurate estimates can be generated despite some degree of variation in the distribution of
tissue types, vessels, and the presence of noise and reconstruction artifacts in the data.

6 Appendix A: Noise Test

Noise was incorporated into the simulated images by adding it to the simulated pressure time
series before the reconstruction step. Noise was added to each datapoint in the simulated pressure
time series by adding a random number sampled from a Gaussian distribution with a standard
deviation of 1% of the maximum value over all time series data generated from the same image,
resulting in realistic SNRs of 20.9, 21.3, 21.4, and 21.4 dB for a set of images of a single tissue
model simulated at 784, 796, 808, and 820 nm, respectively. The details of this measurement are
described in the following section.

1. A single tissue model was defined.

2. A fluence simulation was run 20 times (each run indexed with r) for each excitation wave-
length (1) with 10° photons to produce ®,(x, A), where x indices the voxels in the sim-
ulation output. The optical properties of the tissue model at each excitation wavelength
were identical for all 20 runs.

3. A set of initial pressure distributions, /,.(x, 1), were generated from the fluence simulations
I.(x,A) = ®,.(x,)py(x, A)T. ®)

4. The emission and detection of pressure time series were simulated in k-Wave to generate
simulated pressure time series p, ;(z, 1), where j indexes each time series produced by the
simulation, and ¢ is the simulation time (simulation parameters were identical to those
outlined in Sec. 2.3).

5. Some amount of noise 7, ;(¢,4) was added to each point in each pressure time series
Prj(t,2) = n, (6, 2) + prj(t,4), (6)

where n, ;(t, 1) was determined by sampling a random value from a Gaussian distribution
with a standard deviation of c7,x(4), Where 71,4 (4) is the max value of p, ;(z, 4) over all
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j and ¢ for a given A and r (i.e., the max value of all the time series for a given run at a given
wavelength), while c is the proportion of this value used to define the standard deviation.

The images were reconstructed in k-Wave with time reversal to produce IR (x, 2).

The mean and standard deviation for each voxel for each wavelength over all 20 runs was
calculated with

1 &
- IRecon
u(x.A) 20; Reeon (. 2). ™
and
| 3
— ) __ Recon _ 2
otw.2) = {5 2 152 =t P ®
The SNR of each voxel at each wavelength was calculated with
H(x,2)
SNR =201 .
()C, /1) 010 |:(7(.X, ﬂ):| (9)

For each wavelength, the mean of the SNR values over all voxels V was calculated
with

14
psar(4) =D SNR(x, 2). (10)
x=1

Because the SNR depends on the optical properties of objects in the sample domain, the SNR
will vary depending on the tissue model used for the test. Here, we only use a single tissue model
with a single set of tissue properties to obtain some approximate idea of how much noise features

in the

simulated images.

7 Appendix B: Optical Properties of Skin Layers

The refractive index, anisotropy factor, optical absorption coefficient, and optical scattering coef-
ficient of each tissue or chromophore are required to construct a tissue model for a MCXLAB
simulation. Here, we tabulate expressions for computing the relevant quantities or list the values
of certain quantities for various wavelengths in Table 1. These values/resources were chosen as
they featured data in the wavelength range for our simulations.

Table 1 Skin optical properties (1 is given in nm).

Tissue Parameter Value Ref.
Epidermis Optical absorption (cm~") Hae = [C1y6.6(17333)(10"")] + 50
(1-Cy){0.244 + 85.3 [exp (- %)] }
Melanosome fraction Cy, 6% for Caucasian skin, 51
40% for pigmented skin
) 1 , 1 \-1.18
Reduced scattering (cm™") us = 68.7<m> 52
Refractive index 1.42-1.44 (700 to 900 nm) 53
Anisotropy 0.95-0.8 (700 to 1500 nm) 54,60

Thickness 0.1 mm
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Table 1 (Continued).

Tissue Parameter Value Ref.
Dermis Optical absorption (cm~1) pad = Cgligp + (1 - Cp) 50
{0.244 + 85.3[exp(- 154}
Blood volume fraction Cg 0.2% to 7% 55
Reduced scattering (cm™") uh = 45.3(%) 129 52
Refractive index n=A+ % + % where A = 1.3696, 53
B =3.9168x 10%, C = 2.5588x10°
Anisotropy 0.95 - 0.8 (700 to 1500 nm) 54,60
sO, 40% to 100% 55
Blood Optical absorption (cm=") Hab = Cribhp + CHbo, AHb0, 50
Reduced scattering (cm™") 22 (ﬁ) 068 52
Refractive Index 1.36 (680 to 930 nm) 56
Anisotropy 0.994 (roughly constant for 57,58
variant wavelength and sO,)
Hypodermis Optical absorption (cm~1) 1.1 at 770 nm, 1.0 at 830 nm 59
Reduced scattering (cm™") 20.7 at 770 nm, 19.6 at 830 nm 59
Refractive index 1.44 (456 to 1064 nm) 54
Anisotropy 0.8 (700 to 1500 nm) 60

Disclosures

No conflicts of interest, financial or otherwise, are declared by the authors.

Acknowledgments

The authors would like to thank Simon Arridge and Paul Beard for helpful discussions. The
authors acknowledge support from the BBSRC London Interdisciplinary Doctoral Programme,
LIDo, the European Union’s Horizon 2020 research, and innovation program H2020 ICT 2016-
2017 under Grant Agreement No. 732411, which is an initiative of the Photonics Public Private
Partnership, the Academy of Finland Project 312123 (Finnish Centre of Excellence in Inverse
Modelling and Imaging, 2018-2025), and the CMIC-EPSRC platform Grant (EP/M020533/1).

References

1. M. R. Tomaszewski et al., “Oxygen enhanced optoacoustic tomography (OE-OT) reveals
vascular dynamics in murine models of prostate cancer,” Theranostics 7(11), 2900 (2017).
2. A. Ron et al., “Volumetric optoacoustic imaging unveils high-resolution patterns of acute
and cyclic hypoxia in a murine model of breast cancer,” Cancer Res. T9(18), 47674775

(2019).

3. S. Ogawa et al., “Brain magnetic resonance imaging with contrast dependent on blood
oxygenation,” Proc. Natl. Acad. Sci. U. S. A. 87(24), 9868-9872 (1990).
4. A. Villringer et al., “Near infrared spectroscopy (NIRS): a new tool to study hemodynamic
changes during activation of brain function in human adults,” Neurosci. Lett. 154(1-2),
101-104 (1993).

Journal of Biomedical Optics

085003-14

August 2020 « Vol. 25(8)


https://doi.org/10.7150/thno.19841
https://doi.org/10.1158/0008-5472.CAN-18-3769
https://doi.org/10.1073/pnas.87.24.9868
https://doi.org/10.1016/0304-3940(93)90181-J

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

Bench, Hauptmann and Cox: Toward accurate quantitative photoacoustic imaging. . .

. A. Gibson, J. Hebden, and S. R. Arridge, “Recent advances in diffuse optical imaging,”
Phys. Med. Biol. 50(4), R1 (2005).

. P. Beard, “Biomedical photoacoustic imaging,” Interface Focus 1(4), 602—-631 (2011).

. R. Hochuli et al., “Estimating blood oxygenation from photoacoustic images: can a simple
linear spectroscopic inversion ever work?” J. Biomed. Opt. 24(12), 121914 (2019).

. B. T. Cox et al., “Quantitative spectroscopic photoacoustic imaging: a review,” J. Biomed.
Opt. 17(6), 061202 (2012).

. A. Hussain et al., “Quantitative blood oxygen saturation imaging using combined photo-

acoustics and acousto-optics,” Opt. Lett. 41(8), 1720-1723 (2016).

E. Carome, N. Clark, and C. Moeller, “Generation of acoustic signals in liquids by ruby

laser-induced thermal stress transients,” Appl. Phys. Lett. 4(6), 95-97 (1964).

F. Cross et al., “Time-resolved photoacoustic studies of vascular tissue ablation at three laser

wavelengths,” Appl. Phys. Lett. 50(15), 1019-1021 (1987).

F. Cross, R. Al-Dhahir, and P. Dyer, “Ablative and acoustic response of pulsed UV laser-

irradiated vascular tissue in a liquid environment,” J. Appl. Phys. 64(4), 2194-2201

(1988).

Z. Guo, S. Hu, and L. V. Wang, “Calibration-free absolute quantification of optical absorp-

tion coefficients using acoustic spectra in 3D photoacoustic microscopy of biological

tissue,” Opt. Lett. 35(12), 2067-2069 (2010).

Z. Deng and C. Li, “Noninvasively measuring oxygen saturation of human finger-joint

vessels by multi-transducer functional photoacoustic tomography,” J. Biomed. Opt. 21(6),

061009 (2016).

S. Kim et al., “In vivo three-dimensional spectroscopic photoacoustic imaging for monitor-

ing nanoparticle delivery,” Biomed. Opt. Express 2(9), 2540-2550 (2011).

M. Fonseca et al., “Three-dimensional photoacoustic imaging and inversion for accurate

quantification of chromophore distributions,” Proc. SPIE 10064, 1006415 (2017).

B. T. Cox et al., “Two-dimensional quantitative photoacoustic image reconstruction of

absorption distributions in scattering media by use of a simple iterative method,” Appl.

Opt. 45(8), 1866—-1875 (2006).

J. Buchmann et al., “Quantitative PA tomography of high resolution 3-D images: experi-

mental validation in a tissue phantom,” Photoacoustics 17, 100157 (2020).

J. Buchmann et al., “Three-dimensional quantitative photoacoustic tomography using

an adjoint radiance Monte Carlo model and gradient descent,” J. Biomed. Opt. 24(6),

066001 (2019).

J. Grohl et al., “Estimation of blood oxygenation with learned spectral decoloring for

quantitative photoacoustic imaging (LSD-qPAI),” arXiv:1902.05839 (2019).

C. Yang and F. Gao, “EDA-Net: dense aggregation of deep and shallow information

achieves quantitative photoacoustic blood oxygenation imaging deep in human breast,”

Lect. Notes Comput. Sci. 11764, 246-254 (2019).

G. P. Luke et al., “O-Net: a convolutional neural network for quantitative photoacoustic

image segmentation and oximetry,” arXiv:1911.01935 (2019).

D. A. Durairaj et al., “Unsupervised deep learning approach for photoacoustic spectral

unmixing,” Proc. SPIE 11240, 112403H (2020).

T. Chen et al., “A deep learning method based on U-Net for quantitative photoacoustic

imaging,” Proc. SPIE 11240, 112403V (2020).

C. Yang et al., “Quantitative photoacoustic blood oxygenation imaging using deep residual

and recurrent neural network,” in IEEE 16th Int. Symp. Biomed. Imaging (ISBI 2019), IEEE,

pp. 741-744 (2019).

T. Kirchner, J. Grohl, and L. Maier-Hein, “Context encoding enables machine learning-

based quantitative photoacoustics,” J. Biomed. Opt. 23(5), 056008 (2018).

J. Grohl et al., “Confidence estimation for machine learning-based quantitative photoacous-

tics,” J. Imaging 4(12), 147 (2018).

C. Cai et al., “End-to-end deep neural network for optical inversion in quantitative photo-

acoustic imaging,” Opt. Lett. 43(12), 2752-2755 (2018).

S. Arridge et al., “Solving inverse problems using data-driven models,” Acta Numer. 28,

1-174 (2019).

Journal of Biomedical Optics 085003-15 August 2020 « Vol. 25(8)


https://doi.org/10.1088/0031-9155/50/4/R01
https://doi.org/10.1098/rsfs.2011.0028
https://doi.org/10.1117/1.JBO.24.12.121914
https://doi.org/10.1117/1.JBO.17.6.061202
https://doi.org/10.1117/1.JBO.17.6.061202
https://doi.org/10.1364/OL.41.001720
https://doi.org/10.1063/1.1753985
https://doi.org/10.1063/1.97994
https://doi.org/10.1063/1.341707
https://doi.org/10.1364/OL.35.002067
https://doi.org/10.1117/1.JBO.21.6.061009
https://doi.org/10.1364/BOE.2.002540
https://doi.org/10.1117/12.2250964
https://doi.org/10.1364/AO.45.001866
https://doi.org/10.1364/AO.45.001866
https://doi.org/10.1016/j.pacs.2019.100157
https://doi.org/10.1117/1.JBO.24.6.066001
https://doi.org/10.1007/978-3-030-32239-7_28
https://doi.org/10.1117/12.2546964
https://doi.org/10.1117/12.2543173
https://doi.org/10.1109/ISBI.2019.8759438
https://doi.org/10.1117/1.JBO.23.5.056008
https://doi.org/10.3390/jimaging4120147
https://doi.org/10.1364/OL.43.002752
https://doi.org/10.1017/S0962492919000059

30

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

Bench, Hauptmann and Cox: Toward accurate quantitative photoacoustic imaging. . .

. J. Yang et al., “Reinventing 2D convolutions for 3D medical images,” arXiv:1911.10477
(2019).

Q. Dou et al., “3D deeply supervised network for automated segmentation of volumetric
medical images,” Med. Image Anal. 41, 40-54 (2017).

G. Wang et al., “Automatic brain tumor segmentation based on cascaded convolutional
neural networks with uncertainty estimation,” Front. Comput. Neurosci. 13, 56 (2019).
W. C. Vogt et al., “Photoacoustic oximetry imaging performance evaluation using dynamic
blood flow phantoms with tunable oxygen saturation,” Biomed. Opt. Express 10(2),
449-464 (2019).

M. Gehrung, S. E. Bohndiek, and J. Brunker, “Development of a blood oxygenation phan-
tom for photoacoustic tomography combined with online pO, detection and flow spectrom-
etry,” J. Biomed. Opt. 24(12), 121908 (2019).

V. Group, “Public lung image database,” http://www.via.cornell.edu/lungdb.html.

A. Hauptmann et al., “Model-based learning for accelerated, limited-view 3-D photoacous-
tic tomography,” IEEE Trans. Med. Imaging 37(6), 1382—-1393 (2018).

Q. Fang and D. A. Boas, “Monte Carlo simulation of photon migration in 3D turbid media
accelerated by graphics processing units,” Opt. Express 17(22), 20178-20190 (2009).
M. Liu et al., “Articulated dual modality photoacoustic and optical coherence tomography
probe for preclinical and clinical imaging (conference presentation),” Proc. SPIE 9708,
970817 (2016).

A. A. Plumb et al., “Rapid volumetric photoacoustic tomographic imaging with a Fabry-
Perot ultrasound sensor depicts peripheral arteries and microvascular vasomotor responses
to thermal stimuli,” Eur. Radiol. 28(3), 1037-1045 (2018).

B. E. Treeby and B. T. Cox, “k-Wave: Matlab toolbox for the simulation and reconstruction
of photoacoustic wave fields,” J. Biomed. Opt. 15(2), 021314 (2010).

N. Huynh et al., “Photoacoustic imaging using an 8-beam Fabry-Perot scanner,” Proc. SPIE
9708, 97082L (2016).

N. Huynh et al., “Sub-sampled Fabry-Perot photoacoustic scanner for fast 3D imaging,”
Proc. SPIE 10064, 100641Y (2017).

Y. Xu et al., “Reconstructions in limited-view thermoacoustic tomography,” Med. Phys.
31(4), 724-733 (2004).

O. Ronneberger, P. Fischer, and T. Brox, “U-Net: convolutional networks for biomedical
image segmentation,” Lect. Notes Comput. Sci. 9351, 234-241 (2015).

S. Piao and J. Liu, “Accuracy improvement of UNet based on dilated convolution,” J. Phys.:
Conf. Ser. 1345(5), 052066 (2019).

M. D. Zeiler and R. Fergus, “Stochastic pooling for regularization of deep convolutional
neural networks,” arXiv:1301.3557 (2013).

M. Jaderberg et al., “Spatial transformer networks,” in Adv. Neural Inf. Process. Syst.,
pp. 2017-2025 (2015).

S. J. Pan and Q. Yang, “A survey on transfer learning,” IEEE Trans. Knowl. Data Eng.
22(10), 1345-1359 (2009).

S. J. Wirkert et al., “Physiological parameter estimation from multispectral images
unleashed,” Lect. Notes Comput. Sci. 10435, 134141 (2017).

S. L. Jacques, “Skin optics summary,” https://omlc.org/news/jan98/skinoptics.html
(accessed 21 March 2019).

S. Jacques, “Optical absorption of melanin,” https://omlc.org/spectra/melanin/ (accessed 21
March 2019).

S. L. Jacques, “Optical properties of biological tissues: a review,” Phys. Med. Biol. 58(11),
R37 (2013).

H. Ding et al., “Refractive indices of human skin tissues at eight wavelengths and
estimated dispersion relations between 300 and 1600 nm,” Phys. Med. Biol. 51(6),
1479 (2006).

A. N. Bashkatov, E. A. Genina, and V. V. Tuchin, “Optical properties of skin, subcutaneous,
and muscle tissues: a review,” J. Innov. Opt. Health Sci. 4(01), 9-38 (2011).

D. Yudovsky and L. Pilon, “Retrieving skin properties from in vivo spectral reflectance
measurements,” J. Biophotonics 4(5), 305-314 (2011).

Journal of Biomedical Optics 085003-16 August 2020 « Vol. 25(8)


https://doi.org/10.1016/j.media.2017.05.001
https://doi.org/10.3389/fncom.2019.00056
https://doi.org/10.1364/BOE.10.000449
https://doi.org/10.1117/1.JBO.24.12.121908
http://www.via.cornell.edu/lungdb.html
http://www.via.cornell.edu/lungdb.html
http://www.via.cornell.edu/lungdb.html
http://www.via.cornell.edu/lungdb.html
http://www.via.cornell.edu/lungdb.html
https://doi.org/10.1109/TMI.2018.2820382
https://doi.org/10.1364/OE.17.020178
https://doi.org/10.1117/12.2212577
https://doi.org/10.1007/s00330-017-5080-9
https://doi.org/10.1117/1.3360308
https://doi.org/10.1117/12.2214334
https://doi.org/10.1117/12.2250868
https://doi.org/10.1118/1.1644531
https://doi.org/10.1007/978-3-319-24574-4_28
https://doi.org/10.1088/1742-6596/1345/5/052066
https://doi.org/10.1088/1742-6596/1345/5/052066
https://doi.org/10.1109/TKDE.2009.191
https://doi.org/10.1007/978-3-319-66179-7_16
https://omlc.org/news/jan98/skinoptics.html
https://omlc.org/news/jan98/skinoptics.html
https://omlc.org/news/jan98/skinoptics.html
https://omlc.org/spectra/melanin/
https://omlc.org/spectra/melanin/
https://doi.org/10.1088/0031-9155/58/11/R37
https://doi.org/10.1088/0031-9155/51/6/008
https://doi.org/10.1142/S1793545811001319
https://doi.org/10.1002/jbio.201000069

56.

57.

58.

59.

60.

Bench, Hauptmann and Cox: Toward accurate quantitative photoacoustic imaging. . .

E. N. Lazareva and V. V. Tuchin, “Blood refractive index modelling in the visible and near
infrared spectral regions,” J. Biomed. Photonics Eng. 4(1), 1-7 (2018).

A. Bashkatov et al., “Optical properties of human skin, subcutaneous and mucous tissues in
the wavelength range from 400 to 2000 nm,” J. Phys. D: Appl. Phys. 38(15), 2543 (2005).
D. J. Faber et al.,, “Oxygen saturation-dependent absorption and scattering of blood,” Phys.
Rev. Lett. 93(2), 028102 (2004).

E. V. Salomatina et al.,, “Optical properties of normal and cancerous human skin in the
visible and near-infrared spectral range,” J. Biomed. Opt. 11(6), 064026 (2006).

V. V. Tuchin, “Tissue optics: light scattering methods and instruments for medical diagno-
sis,” in SPIE, Bellingham, Washington (2007).

Biographies of the authors are not available.

Journal of Biomedical Optics 085003-17 August 2020 « Vol. 25(8)


https://doi.org/10.18287/JBPE18.04.010503
https://doi.org/10.1088/0022-3727/38/15/004
https://doi.org/10.1103/PhysRevLett.93.028102
https://doi.org/10.1103/PhysRevLett.93.028102
https://doi.org/10.1117/1.2398928

