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Abstract

Purpose: Compton interactions amount to a significant fraction of the registered counts in a
silicon detector. In a Compton interaction, only a part of the photon energy is deposited and
a single incident photon can result in multiple counts unless tungsten shielding is used.
Deep silicon has proved to be a competitive material for photon-counting CT detectors, but
to improve the performance further, one possibility is to use coincidence techniques to identify
Compton-scattered photons and reconstruct their incident energies.

Approach: In a detector with no tungsten shielding, incident photons can interact through a
series of interactions. Based on the position and energy of each interaction, probability-based
methods can be used to estimate the incident photon energy. Here, we present a maximum like-
lihood estimation framework along with an alternative method to estimate the incident photon
energy and position in a silicon detector.

Results:Assuming one incident photon per time frame, we show that the incident photon energy
can be estimated with a mean error of −0.07� 0.03 keV and an RMS error of 3.36� 0.02 keV

for a realistic case in which we assume a detector with limited energy and spatial resolution. The
interaction position was estimated with a mean error of −2� 11 μm in x direction and
7� 11 μm in y direction. Corresponding RMS errors of 1.09� 0.01 and 1.10� 0.01 mm were
achieved in x and y, respectively.

Conclusions: The presented results show the potential of using probability-based methods to
improve the performance of silicon detectors for CT.
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1 Introduction

Photon-counting spectral detectors are emerging and are predicted to replace scintillators in com-
puted tomography (CT). Contrary to conventional CT using energy-integrating detectors, pho-
ton-counting detectors (PCDs) are able to register the energy of each interacting photon. The
energy information obtained with a PCD can be used for improved spectral imaging such as
energy-weighting or material basis decomposition in which tissue-specific images can be cre-
ated. Since PCDs are based on semiconductor materials, they are also associated with a lower
noise and a higher spatial resolution.1–3

For applications in CT, one research focus has been on cadmium-based detectors: cadmium
telluride (CdTe) or cadmium zinc telluride (CZT), whereas another research focus has been on
silicon-based detectors, which are currently being evaluated in prototype systems in the clinic.
In this work, we will investigate possible further developments on deep silicon detectors.
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Silicon, in comparison to cadmium-based materials, has a mature manufacturing process and can
be manufactured as crystals with a high degree of crystalline perfection. Due to the relatively low
attenuation coefficient of silicon, the detector depth in the direction of the incident photons is
typically in the order of centimeters. This enables segmentation in which the detector depth can
be divided into strata with separate rows of readout channels. The incident photon flux is thereby
divided among the segments, which increases the count-rate capability of the detector. Silicon
also provides a fast charge collection process due to high charge carrier mobilities and a short
distance for the carriers to be collected.

In a silicon detector, each registered event results from either a photoelectric interaction or
a Compton interaction. In a photoelectric interaction, the entire photon energy is deposited. For
Compton interactions, on the other hand, the photon scatters from an electron and deposits only a
fraction of its energy. In a calibrated detector system, Compton interactions provide energy infor-
mation. However, if the scattered photon interacts again, it is possible to register multiple events
from a single incident photon.

To prevent secondary interactions, tungsten shielding is typically used to absorb scattered
photons. The tungsten shield can be aligned with the object scatter collimator so there is no loss
on geometrical efficiency. Each registered Compton interaction then corresponds to a unique
photon and therefore contributes to dose efficiency and contrast in the image.4 Photoelectric
and Compton interactions are well-separated with respect to the deposited energy. This can
be seen in Fig. 1, which shows a typical spectrum of the deposited energies in a silicon detector
with tungsten shielding. The left part of the spectrum, between 0 and 35 keV, shows energies
deposited in Compton interactions, and the right part, from 35 to 120 keV, are the resulting
photoelectric interactions. Since there is a negligible overlap in deposited energies between the
two interaction types, Compton interactions can easily be identified and do not contaminate the
photoelectric part of the spectrum. A high energy resolution of the photoelectric interactions can
therefore be maintained even in the presence of Compton interactions.

Despite the high performance of silicon detectors with tungsten shielding, it is theoretically
possible to achieve detectors with an improved, close to ideal, performance by identifying inter-
actions that belong to the same incident photon. This could be realized using an event-based
detector that, instead of counting the number of events at every energy threshold, registers every
event with respect to the position, energy, and time of the interaction. The registered information
could then be used in combination with the known physics behind Compton scattering to iden-
tify interactions. In a detector with no tungsten shielding, secondary interactions can lead to long
chains of interactions for single incident photons. If an interaction chain ends in a photoelectric
event, the entire photon energy will be deposited within the detector. By identifying all inter-
actions belonging to the same incident photon, the photon energy could be found by adding the
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Fig. 1 Spectrum of the deposited energies in a silicon detector. The spectrum was simulated
based on an x-ray source operated at 120 kVp including 8.48 mm aluminum, 0.8 mm beryllium,
and 300 mm soft tissue filtration. For this, a target material of tungsten at an angle of 8 deg was
assumed and the IPEM Report 78 on x-ray spectral data was used along with attenuation coef-
ficients from NIST.5,6 The detector response was simulated in GATE based on a previously
presented detector geometry of a segmented silicon detector that is 30 mm deep in the direction
of the incident photons.7,8

Sundberg, Danielsson, and Persson: Compton coincidence in silicon photon-counting CT detectors

Journal of Medical Imaging 013501-2 Jan∕Feb 2022 • Vol. 9(1)



deposited energies in the chain of interactions. This introduces the possibility of either reducing
the amount of tungsten shielding that is used or removing it entirely to achieve a larger active
area and to allow secondary interactions that could improve the detector performance if iden-
tified correctly. We have previously presented a method to obtain 1 μm resolution in a silicon
detector for CT.9 In this work, we propose using a detector with similar spatial resolution to
estimate the incident photon energy and position using a maximum likelihood approach based
on Compton scattering. We also propose an alternative method in which the incident photon
energy is estimated without taking spatial information into account.

Compton cameras that use the dynamics of Compton scattering to infer the direction of inci-
dent photons have been presented for many applications including astrophysics and medical
imaging.10,11 In medical imaging, Compton cameras have been evaluated for single photon emis-
sion computed tomography (SPECT) and also in some cases for positron emission tomography
(PET).12,13 In comparison to CT, these imaging techniques are based on incident photons of a
single energy with an unknown incident direction. For CT, the case is the opposite: the incident
photon direction can be assumed to be known while the photon energy is not. SPECT and PET
typically also involve gamma rays while CT uses x-rays. This affects the scattering dynamics
since the effect of bound electrons must be taken into account for x-rays. CT is also associated
with a high incident photon flux, which increases the number of possible interaction chains and
thereby increases the difficulty of correctly identifying interactions from the same incident photon.

This paper describes a first step toward an event-based detector. In this step, we evaluate the
performance of estimating the incident photon energy and position under the assumption that the
detector is fast enough to resolve one photon at a time. For this, we present a framework for
maximum likelihood estimation of the incident photon energy and position in a silicon detector
along with an alternative method that estimates the photon energy and position without using
Compton scattering dynamics. Based on Monte Carlo simulated photon interactions, we use the
developed likelihood framework and the alternative method to estimate the incident photon
energy and primary interaction position for a case in which we assume that the interacting pho-
tons are well-separated in time. From the estimated energies and interaction positions, we evalu-
ate the performance of the two methods and analyze the resulting likelihood functions. We also
provide a discussion of the detector requirements regarding time resolution to implement the
presented methods.

2 Method

2.1 Maximum Likelihood Estimation

Maximum likelihood estimation is a method of estimating the parameters of a statistical model.
Given a set of observed data, the goal is to find the parameter values that maximize the likelihood
of observing the given data. The likelihood of observing the given data consists of the joint
probability distribution of all observed data points based on the assumed statistical model.
The resulting parameters that maximize the likelihood function are then the maximum likelihood
estimates of the parameters.

In a photon-counting spectral detector, each interacting photon is registered according to the
deposited energy and interaction position. An incident photon that interacts in the detector can
therefore be described by the number of resulting interactions, N, the position of each interaction
fx1; : : : ; xNg where x1 ¼ ðx1; y1; z1Þ describes the first interaction and xN ¼ ðxN; yN; zNÞ
describes the N:th interaction, and the energy deposited in each interaction, fE1; : : : ; ENg.
In this paper, these entities were used to perform a maximum likelihood estimation of the inci-
dent photon energy.

The likelihood function can be calculated as the probability of measuring a certain constel-
lation of interactions given an incident photon of energy Eγ that enters the detector in position
xγ ¼ ðxγ; yγ; zγÞ. With N, fx1; : : : ; xNg, and fE1; : : : ; ENg as random variables, the likelihood
can be expressed as

PðN ¼ n; fx1; : : : ; xng; fE1; : : : ; EngjEγ; xγÞ. Given measured data of N, fx1; : : : ; xNg, and
fE1; : : : ; ENg, a maximum likelihood estimate of Eγ and xγ is then given by maximiz-
ing PðN ¼ n; fx1; : : : ; xng; fE1; : : : ; EngjEγ; xγÞ.
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The probability of observing a single interaction of energy E1 in position x1 given and
incident photon in position xγ with energy Eγ, PðN ¼ 1; E1; x1jEγ; xγÞ, is based on three
probabilities:

PðinteractionjEγ; xγÞ: the probability of interacting at all,
Pðx1jEγ; xγÞ: the probability of interacting in position x1 given that the photon interacts,
PðtypejEγ; xγÞ: the probability of interaction type (photoelectric or Compton) given that the

photon interacts.
The probability of interacting within the distance ½0∶l� is given by the Beer–Lambert law as

1 − e−μðEγÞl, where e is the base of the natural logarithm and μ is the linear attenuation coefficient
of silicon. The probability of an incident photon interacting at all is therefore given as
PðinteractionjEγ; xγÞ ¼ 1 − e−μðEγÞLd , where Ld is the detector depth in the direction of the inci-
dent photon. The probability of a specific interaction position can be obtained by differentiating
the Beer-Lambert expression with respect to l. This results in the probability density function
μðEγÞe−μðEγÞl. Assuming that the incident photon direction is parallel to the z direction and
that the detector edges are located at z ¼ 0 and z ¼ Ld, the probability of interacting in position
x1, given that the photon interacts, is obtained by multiplying the probability density
function with the length element dx and dividing by the probability of interacting at all:

Pðx1jEγ; xγÞ ¼ μðEγÞe−μðEγ Þz1
1−e−μðEγ ÞLd

dx. It should be noted that having an incident photon direction that

is perpendicular to the detector surface is not required. The presented functions can be used for
any incident photon direction as long as the direction is known. In Fig. 2, an example of the
resulting interactions from an incident photon is shown along with the directions and geometrical
references used in this work.

In a silicon detector, each registered interaction is either a photoelectric interaction or a
Compton interaction. Rayleigh interactions also occur but cannot be measured since no energy
is deposited in the detector. Based on the photon energy range used in CT, pair production does
not occur and the effect was therefore not included in the analysis. The probability of each inter-
action type, PðComptonjEγ; xγÞ or PðphotojEγ; xγÞ, is obtained by calculating the relative cross
sections

x

z

Incident photon

× First interaction

||x̄1||

× Second interaction||x̄2 − x̄1||

Lexit,1

Ld

Silicon detector

z = 0

z = Ld

Fig. 2 Example of resulting interactions from a single incident photon. The incident photon direc-
tion is parallel to the z direction and the detector edges are located at z ¼ 0 and z ¼ Ld . The
coordinates of the first interaction are given by x1 ¼ ðx1; y1; z1Þ and the coordinates of the second
interaction are given by x2 ¼ ðx2; y2; z2Þ. For simplicity, ðx1; y1Þ ¼ ð0;0Þ was assumed in the
figure. The distance Lexit;1 indicates the distance from the first interaction to the detector edge
in the direction of the scattered photon.
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EQ-TARGET;temp:intralink-;e001;116;735

PðComptonjEγ; xγÞ ¼
σðEγÞCompton

σðEγÞphoto þ σðEγÞCompton

;

PðphotojEγ; xγÞ ¼
σðEγÞphoto

σðEγÞphoto þ σðEγÞCompton

; (1)

where σðEγÞphoto and σðEγÞphoto are the photoelectric and Compton cross sections, respectively.

A significant difference between a photoelectric interaction and a Compton interaction is
that the entire photon energy is deposited in a photoelectric interaction. In a Compton interaction,
on the other hand, a fraction of the photon energy is deposited and a scattered photon
either continues to interact in the detector or escapes from the detector. To account for both
interaction types, the probability function can be divided into a photoelectric part and a Compton
part

EQ-TARGET;temp:intralink-;e002;116;576

PðN ¼ 1; E1; x1jEγ; xγÞ ¼ PðN ¼ 1; E1; x1; photojEγ; xγÞ
þ PðN ¼ 1; E1; x1;ComptonjEγ; xγÞ: (2)

The photoelectric part can be rewritten according to

EQ-TARGET;temp:intralink-;e003;116;513PðN ¼ 1; E1; x1; photojEγ; xγÞ ¼ PðN ¼ 1; E1; x1jEγ; xγ; photoÞ · PðphotojEγ; xγÞ; (3)

where PðphotojEγ; xγÞ is the relative cross section from Eq. (1). The remaining function
PðN ¼ 1; x1; E1jEγ; xγ; photoÞ consists of the probability of interacting at all,

PðinteractionjEγ; xγÞ, and the probability of interacting in position x1, Pðx1jEγ; xγÞ. Given a
photoelectric interaction, we also expect the entire photon energy to be deposited. In this work,
we represent this with a Kronecker delta function δ according to δðE1 − EγÞ. Correspondingly,
assuming that the incident photon direction is perpendicular to the detector surface facing the
x-ray source, parallel to the z direction, we expect the registered interaction to have the same
x and y coordinates as the incident photon: ðx1; y1Þ ¼ ðxγ; yγÞ. This can be represented with
δððx1; y1Þ − ðxγ; yγÞÞ. Further, assuming detector edges at z ¼ 0 and z ¼ Ld, the total photoelec-
tric part [Eq. (3)] becomes

EQ-TARGET;temp:intralink-;e004;116;348

PðN ¼ 1; E1; x1; photojEγ; xγÞ ¼ δððx1; y1Þ − ðxγ; yγÞÞð1 − e−μðEγÞLdÞ

·
μðEγÞe−μðEγÞz1

1 − e−μðEγÞLd
δðE1 − EγÞPðphotojEγ; xγÞ: (4)

The Compton part can be rewritten analogously to the photoelectric part

EQ-TARGET;temp:intralink-;e005;116;265

PðN ¼ 1; E1; x1;ComptonjEγ; xγÞ
¼ PðN ¼ 1; E1; x1jEγ; xγ;ComptonÞ · PðComptonjEγ; xγÞ; (5)

with PðComptonjEγ; xγÞ found in Eq. (1). For the Compton case, we introduce two new prob-
abilities: PðE1jEγÞ, the probability of energy E1 being deposited in a Compton interaction, and
PðescapejEγ; xγ; E1; x1Þ, the probability of the photon escaping the detector without interact-
ing again.

Compton scattering is typically described as a phenomenon in which a photon scatters from a
free electron at rest. Given the energy of the incident photon, the energy deposited in the
interaction then corresponds to the polar angle of the scattered photon, θ. The probability of
depositing a certain energy thereby equals the probability of scattering at the corresponding
θ, which can be found using the Klein Nishina formula. However, for the energies used in
CT, the effect of bound electrons must be taken into account. This results in a situation where
each set of deposited energy E1 and incident photon energy Eγ can occur for multiple values of θ.
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To account for this, the probability of energy E1 being deposited in a Compton interaction is
given by

EQ-TARGET;temp:intralink-;e006;116;711PðE1jEγÞ ¼
Z

π

0

PðE1; θjEγÞdθ: (6)

The probability of the photon escaping the detector is equal to the probability of the photon
not interacting again, which can be calculated using the Beer-Lambert law. This requires the
distance to the detector edge in the direction of the scattered photon, Lexit;1 (see Fig. 2), which
can be obtained from the interaction position x1 and the two scattering angles θ and ϕ. In com-
parison to the polar scattering angle θ, the azimuthal scattering angle ϕ has a uniform probability
distribution and is independent of both the scattered photon energy and θ. Since different com-
binations of θ and ϕ result in different values of Lexit;1, the probability of the photon escaping can
be calculated as a weighted average based on the probability of ϕ and θ, respectively. This can be
written as

EQ-TARGET;temp:intralink-;e007;116;558PðescapejEγ; xγ; E1; x1Þ ¼
Z

π

0

Z
2π

0

e−μðEγ−E1ÞLexit;1ðx1;θ;ϕÞ

2π
PðθjEγ; E1Þdϕ dθ; (7)

where PðθjEγ; E1Þ is the probability of θ given E1 and Eγ . It is worth noting that when the
direction of the incident photon is perpendicular to the detector top and bottom surfaces,
Lexit;1 becomes independent of ϕ.

By combining Eqs. (6) and (7) and using the same assumptions as for the photoelectric part,
the resulting expression of the Compton part becomes

EQ-TARGET;temp:intralink-;e008;116;452

PðN ¼ 1; E1; x1;ComptonjEγ; xγÞ

¼ δððx1; y1Þ − ðxγ; yγÞÞð1 − e−μðEγÞLdÞ μðEγÞe−μðEγÞz1

1 − e−μðEγÞLd

Z
π

0

PðE1; θjEγÞdθ

·
Z

π

0

Z
2π

0

e−μðEγ−E1ÞLexit;1ðx1;θ;ϕÞ

2π
PðθjEγ; E1Þdϕ dθ · PðComptonjEγ; xγÞ: (8)

The total probability of observing one interaction with energy E1 in position x1 can thereby
be written as

EQ-TARGET;temp:intralink-;e009;116;335

PðN ¼ 1; E1; x1jEγ; xγÞ

¼ δððx1; y1Þ− ðxγ; yγÞÞð1− e−μðEγÞLdÞμðEγÞe−μðEγÞz1

1− e−μðEγÞLd

�
δðE1 −EγÞPðphotojEγ; xγÞ

þ
Z

π

0

PðE1;θjEγÞdθ
Z

π

0

Z
2π

0

e−μðEγ−E1ÞLexit;1ðx1;θ;ϕÞ

2π
PðθjEγ; E1Þdϕdθ · PðComptonjEγ; xγÞ

�
(9)

To expand the probability to include more than one interaction, it is important to note that a
photoelectric interaction terminates any chain of interactions since the photon is entirely
absorbed. Photoelectric events can therefore only be found at the end of an interaction chain
and any previous events must be Compton interactions. An interaction chain of N ≥ 2 inter-
actions therefore consists of at least N − 1 Compton interactions.

In the case of N ¼ 2 interactions, the probability of a first event given by x1, E1 and a second
event given by x2, E2 is described as
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EQ-TARGET;temp:intralink-;e010;116;735

PðN ¼ 2; E1; E2; x1; x2jEγ; xγÞ

¼ δððx1; y1Þ − ðxγ; yγÞÞð1 − e−μðEγÞLdÞ μðEγÞe−μðEγÞz1

1 − e−μðEγÞLd
PðComptonjEγ; xγÞ

· PðE1; θ1jEγÞð1 − e−μðEγ−E1ÞLexit;1Þ μðEγ − E1Þe−μðEγ−E1Þkx2−x1k

1 − e−μðEγ−E1ÞLexit;1

·

�
δðE2 − ðEγ − E1ÞÞPðphotojEγ − E1; xγÞ

þ
Z

π

0

PðE2; θjEγ − E1Þdθ
Z

π

0

R
2π
0 e−μðEγ−E1−E2ÞLexit;2ðx2;θ;ϕÞdϕ

2π
PðθjEγ − E1; E2Þdθ

· PðComptonjEγ − E1; xγÞ
�
: (10)

Correspondingly, the probability of N ¼ n interactions where n > 2 is
EQ-TARGET;temp:intralink-;e011;116;556

PðN ¼ n; fE1; : : : ; Eng; fx1; : : : ; xngjEγ; xγÞ ¼ δððx1; y1Þ − ðxγ; yγÞÞ
μðEγÞe−μðEγÞz1

1 − e−μðEγÞLd

·
Yn−1
k¼1

 
μðEγ −

P
k
i¼1 EiÞe−μðEγ−

P
k
i¼1

EiÞkxkþ1−xkk

1 − e−μðEγ−
P

k
i¼1

EiÞLexit;k

!

· PðE1; θ1jEγÞ
Yn−2
k¼1

P

�
Ekþ1; θkþ1jEγ −

Xk
i¼1

Ei

�

· ð1 − e−μðEγÞLdÞ
Yn−1
k¼1

�
1 − e−μðEγ−

P
k
i¼1

EiÞLexit;k

�

· PðComptonjEγ; xγÞ
Yn−2
k¼1

P

�
ComptonjEγ −

Xk
i¼1

Ei; xγ

�

·

�
δ

�
En −

�
Eγ −

Xn−1
i¼1

Ei

��
· P

�
photojEγ −

Xn−1
i¼1

Ei; xγ

�

þ
Z

π

0

P

�
En; θjEγ −

Xn−1
i¼1

Ei

�
dθ ·

Z
π

0

Z
2π

0

e−μðEγ−
P

n
i¼1

EiÞLexit;nðxn;θ;ϕÞ

2π

· P

�
θjEγ −

Xn−1
i¼1

Ei; En

�
dϕ dθ · P

�
ComptonjEγ −

Xn−1
i¼1

Ei; xγ

��
: (11)

The full derivation of Eqs. (10) and (11) can be found in the Appendix.

2.1.1 Order of interactions

In a typical CT detector we do not expect the temporal resolution to be high enough to resolve the
order of the interactions that result from the same incident photon. To estimate Eγ and xγ given a
set of interactions, the likelihood function must therefore be evaluated for each possible inter-
action order, e.g., in a case with N ¼ 2, with one interaction, interaction a, given by Ea and xa,
and a second interaction, interaction b, given by Eb and xb, the likelihood function becomes

EQ-TARGET;temp:intralink-;e012;116;165

PðN ¼ 2; Ea; Eb; xa; xbjEγ; xγÞ ¼ PðN ¼ 2; E1 ¼ Ea; E2 ¼ Eb; x1 ¼ xa; x2 ¼ xbjEγ; xγÞ
þ PðN ¼ 2; E1 ¼ Eb; E2 ¼ Ea; x1 ¼ xb; x2 ¼ xajEγ; xγÞ: (12)

2.1.2 Likelihood function implementation

In this paper, Matlab (The Mathworks inc., Natick, Massachusetts) was used to perform the
maximum likelihood estimation. For this, the likelihood function was implemented according
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to Eqs. (9), (24), and (30) (an example script can be found in the GitHub repository https://github
.com/KTH-Physics-of-Medical-Imaging/Compton_coincidence and supplemental data has been
uploaded on Zenodo https://zenodo.org/record/5733928#.YeA11NBwF3h). To calculate the
constituents of each likelihood function, the linear attenuation coefficient, μ, and the interaction
cross sections were obtained from the NIST database.5

For Compton interactions, the probability of the deposited energy E and scattering angle θ,
PðE; θjEγÞ, was obtained by simulating photon interactions in GATE7 (GEANT4-based
simulation platform for emission tomography) using the Penelope model for Compton inter-
actions. The GATE simulation was performed by illuminating a silicon block of size
200 × 200 × 80 mm3 with a point source beam perpendicular to the 200 × 200 mm2 surface.
For each of the energies in the interval [30, 120] keV discretized in steps of 10 keV,
200,000 incident photons were simulated and the resulting interactions were registered with
respect to interaction type, position, and deposited energy. Based on the registered interaction
type, all primary Compton interactions followed by a Compton or photoelectric event were
extracted. From these, the scattering angle was obtained as the angle between the incident photon
direction and the line given by the primary interaction and the subsequent Compton or photo-
electric interaction. Rayleigh interactions cannot be measured by the detector but are expected to
distort the measured scattering angle. To include this effect, interaction chains for which one or
many Rayleigh interactions occurred in the time between the primary Compton and the sub-
sequent Compton or photoelectric interaction were also included. The resulting distributions
of scattering angles thereby show the effective scattering angles from both Compton and
Rayleigh scattering.

For each simulated incident photon energy Eγ and scattering angle θ, the resulting distribu-
tion of deposited photon energies was approximated as a two-term Gaussian function. For both
Gaussians, the mean value was set to the deposited energy Ed given by the Compton scattering
formula

EQ-TARGET;temp:intralink-;e013;116;421

1

Eγ − Ed
−

1

Eγ
¼ 1

mec2
ð1 − cos θÞ; (13)

where me is the electron mass and c is the speed of light. A comparison between this approxi-
mated mean and the simulated mean can be seen in Fig. 3(a). The standard deviation for each
Gaussian was based on the standard deviation of the simulated deposited photon energies, σEd

.
To obtain the relation σEd

ðθ; EγÞ, a 2D polynomial was fitted to the surface of σE values obtained
at the different scattering angles and simulated incident energies. In Fig. 3(b), the fitted curve
σEd

ðθ; 60 keVÞ is shown along with the standard deviation of the simulated GATE data. Based
on the approximated standard deviation, the best fit between the two-term Gaussian function and
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Fig. 3 (a) Energy deposited in a Compton interaction at 60 keV as a function of scattering angle.
Each simulated GATE value represents the mean deposited energy within a small interval of the
scattering angle. (b) Standard deviation of the deposited energy for simulated data along with
the fitted curve σEd

.
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the simulated data was found for standard deviations σ1 ¼ σEd
ðθ; EγÞ and σ2 ¼ 0.18 · σEd

ðθ; EγÞ

resulting in a total function of
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Similarly, to obtain the probability of each scattering angle for each simulated incident
energy, a histogram of scattering angles was first created for each incident photon energy. A
2D polynomial was then fitted to the histograms resulting in the probability of scattering angle
θ given incident photon energy Eγ: PðθjEγÞ.

The resulting probability of an incident photon of energy Eγ scattering with angle θ and

depositing energy E thereby becomes P
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Throughout this work, the detector geometry assumed in the likelihood estimations was
chosen to achieve a large dose efficiency with respect to the fraction of interacting photons.
The detector depth in the direction of the incident photons, parallel to the z direction, Ld, was
therefore set to 80 mm. The area facing the x-ray source was assumed to be unlimited to ensure
that interaction chains either end in a photoelectric interaction or a photon escaping the detector.
No tungsten shielding was assumed.

The likelihood estimation was implemented for two different cases, first assuming an ideal
detector with perfect energy and spatial resolution and then for a more realistic detector with
limited energy and spatial resolution. With limited energy and spatial resolution, we expect the
observed interactions that act as input to the likelihood estimation to be distorted compared to the
ideal case. To account for these potential errors in energy and position, the likelihood estimation
was performed using Monte Carlo integration: for each input interaction chain, a large set of
possible interaction chains was generated by adding errors in position and energy to the input
interaction chain. The likelihood function was then calculated for each of these possible inter-
action chains and the resulting mean likelihood function was used for the likelihood estimation.
Regarding the added errors, errors in the deposited energy were sampled from a Gaussian of zero
mean and a standard deviation of σE ¼ 0.5 keV, which corresponds to an estimate of the elec-
tronic noise level in a detector with small pixels and therefore a low capacitance. The errors in the
registered positions were sampled for each direction x, y, and z based on Gaussian functions with
zero mean and standard deviations of σx ¼ 10 μm, σy ¼ 500 μm, σz ¼ 500 μm in x, y, and z,
respectively. Typically, silicon detectors are realized by stacking silicon wafers. However, in this
work we make no further assumptions about the detector geometry other than having a large
volume of silicon in which we can measure the positions with a certain spatial resolution. One
way of realizing this detector could be using a deep silicon detector that is oriented edge-on to the
x-ray source. In this work, the assumed spatial resolution corresponds to a narrow strip design
presented in our previous work, however, apart from the spatial resolution, no further assump-
tions were made based on that work.9

To improve the robustness of the estimation using Monte Carlo integration, all delta functions
with respect to energy in the likelihood expressions were replaced with Gaussian counterparts.
These Gaussian functions were chosen as to have a mean corresponding to the total deposited
energy and the same standard deviation σE ¼ 0.5 keV as for the added errors in energy in the
Monte Carlo integration.

Due to computational complexity, for each set of interactions, the likelihood function was
only optimized with respect to the incident photon energy. Assuming that the maximum of the
likelihood function occurs in one of the registered interaction positions, it is only necessary to
evaluate the likelihood function in those positions. As seen in Eq. (12), in the case of multiple
possible interaction orders, the likelihood function consists of a sum of likelihood functions.
However, by only calculating the likelihood function in the interaction positions, it is possible
to evaluate and optimize each likelihood term separately. In this paper, for each set of inter-
actions, the incident photon energy and position were estimated according to the likelihood term
with the largest maximum. Since each likelihood term corresponds to a specific interaction order,
the interaction position was based on the first interaction in the assumed interaction chain.

Throughout the likelihood implementation, energies were discretized in steps of 0.1 keV.
This results in a lowest possible interaction energy of 0.1 keV. Likelihood functions involving
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interactions of 0 keV due to added errors were therefore not evaluated. In a silicon detector, a
lowest threshold is typically set to prevent electronic noise from registering as interactions. Any
signal below the lowest threshold is therefore ignored, including both noise and interactions in
which the deposited energy is below the threshold. A lowest threshold thereby results in the
possibility of losing parts of interaction chains below the lowest threshold along with the pos-
sibility of registering interaction chains with false interactions resulting from noise. To obtain
complete sets of interactions with no missing or extra events, electronic noise was considered
only from the perspective of energy resolution in this work and no lowest threshold was therefore
included.

2.2 Alternative Method of Energy and Position Estimation

To enable a comparison of the performance of the likelihood estimation, an alternative method
for energy and position estimation was developed. Since the maximum likelihood method is
based on Compton scattering dynamics, the alternative method was designed not to include such
features. This was incorporated by estimating the photon energy without including spatial infor-
mation and, correspondingly, by estimating the incident photon position without considering the
deposited energies. Ultimately, this allows for evaluating the effect of including information such
as the scattering angle and the distance between interactions when estimating the incident photon
energy and position.

For the alternative method, it was first assumed that all registered interactions result from the
same incident photon. All interactions below 38.3 keV were then classified as Compton events,
remaining interactions were classified as photoelectric events. The threshold of 38.3 keV is based
on the Compton scattering formula [Eq. (13)]: given an incident photon of 120 keV, the resulting
maximum deposited energy is 38.3 keV. For photons resulting in a single interaction, the position
was estimated according to the position of the interaction. In cases with more than one inter-
action, the position was estimated according to the mean position of the identified Compton
interactions. To estimate the energy, in cases with one identified photoelectric interaction, the
incident photon energy was estimated as the sum of the deposited energies. In cases with no
identified photoelectric interaction, the incident photon energy was estimated based on the maxi-
mum of the probability of the incident photon energy Eγ given the total deposited energy
Etot, PðEγjEtotÞ.

To obtain the distribution PðEγjEtotÞ, monoenergetic photons were first simulated in GATE to
obtain PðEjEγÞ, the probability of deposited energy E given each possible incident photon
energy. For this, 10 000 incident photons were simulated for each of the energies in the interval
15 to 120 keV, discretized in steps of 0.1 keV. For all simulations, a detector geometry of
200 × 200 × 80 mm3 was used in combination with an illuminated area of 10 × 10 mm2.
Based on the resulting interactions, the distribution PðEtotjEγÞ was obtained by adding the
deposited energies for all interactions resulting from the same incident photon. To estimate
the incident energy based on the total deposited energy, Bayes’ theorem was used to rewrite
PðEtotjEγÞ according to

EQ-TARGET;temp:intralink-;e014;116;237PðEtotjEγÞ ¼
PðEγjEtotÞPðEtotÞ

PðEγÞ
→ PðEγjEtotÞ ¼

PðEtotjEγÞPðEγÞ
PðEtotÞ

; (14)

with PðEγÞ as the probability of the incident photon energy and PðEtotÞ as the probability of the
total deposited energy Etot. In this work, PðEγÞ was assumed to be a uniform distribution
between 15 and 120 keV.

2.3 Monte Carlo Simulation of Photon Interactions

To create input data to the likelihood estimation, a Monte Carlo simulation of photon interactions
in a silicon detector was created based on the components of the likelihood function. With Nγ as
the number of incident photons, the Monte Carlo simulation can be described according to
Algorithm 1 below.
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To sample if the photon interacts or not, where it interacts, and what type of interaction it
interacts through (Compton or photoelectric), the previously described PðinteractionjEγ; xγÞ,
Pðx̄1jEγ; xγÞ, and PðtypejEγ; xγÞ were used, respectively. In the case of Compton interactions,
the probability of scattered photon energy E and scattering angle θ was obtained by sampling
from the GATE simulated function PðE; θjEγÞ. For this purpose, the scattering angle θ was
discretized in steps of 0.1 radians in the range ½0∶π�. The scattering angle ϕ was obtained by
sampling from a uniform and continuous distribution ranging between 0 and 2π. Throughout
the Monte Carlo simulation, an energy discretization of 0.1 keV was used, meaning that the
lowest possible interaction energy is 0.1 keV. For all position-dependent probabilities, the linear
attenuation coefficient described in Sec. 2.1.2 was used.

2.4 60-keV Benchmark

To evaluate the performance of the likelihood estimation, a set of 10,000 incident photons of
60 keV was simulated according to the Monte Carlo simulation described in Sec. 2.3. Although
the presented maximum likelihood method is intended for a wide incident spectrum, 60 keV was
chosen as a representative energy in CT for simplicity. In the simulations, a detector depth of
Ld ¼ 80 mm was assumed in the direction of the incident photons, corresponding to the z direc-
tion. The incident photon positions were sampled from an area of 10 × 10 mm2 in the xy-plane.
Given a photon beam perpendicular to the xy-plane, this means that each primary interaction
position will be within the 10 × 10 mm2 area. However, for any consecutive interactions, the
detector was assumed to be infinite in the x and y directions.

Based on the assumption that each chain of interactions results from a single incident photon,
the implemented likelihood framework was used to estimate the incident photon energy and
position, first for the ideal detector, assuming perfect energy and spatial resolution in which
the simulated interaction chains correspond to the observed interactions, and then for the more
realistic detector with a limited energy and spatial resolution as described in Sec. 2.1.2.

For the realistic detector, the observed interaction chains were realized by adding errors in
energy and position to the simulated interaction chains. These errors were sampled from the

Algorithm 1 Monte Carlo simulation of photon interactions

for k ¼ 1∶Nγ do

Sample incident photon energy E γ

Sample incident position x γ

Sample if the photon interacts or not

while photon is interacting do

Sample interaction position

Sample interaction type (photoelectric or Compton)

if interaction type is Compton then

Sample scattered photon energy and scattering angles θ and ϕ

Sample if the scattered photon interacts or not

else if interaction type is photoelectric then

Break while loop since no more possible interactions

end

end

end
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same Gaussian distributions for energy and position as in the Monte Carlo integration described
in Sec. 2.1.2. The observed interaction chains were then used as inputs in the energy and position
estimation. In the Monte Carlo integration, the number of possible interaction chains was set to
1500 to limit the computational power while maintaining a sufficient representation of both the
energy and spatial resolution.

For the alternative method, the incident photon energy and position were estimated for the
same simulated interaction chains as for the likelihood method. In the case of the realistic detec-
tor, the same realizations of observed interaction chains were used.

To provide a baseline of the performance with the two proposed methods, the energy and
position were also estimated for a case in which it was assumed that each interaction corresponds
to a unique photon. This corresponds to a typical PCD, for which we expect each registered
interaction to correspond to a unique photon, i.e., there is no logic to combine information from
multiple interactions. Based on this assumption, the estimated position of the incident photon
was set to the position of the interaction. To estimate the incident photon energy, the probability
of the incident photon energy Eγ given the deposited energy E, PðEγjEÞ, was used. This dis-
tribution was created in the same way as PðEγjEtotÞ, described in Sec. 2.2, but without adding the
deposited energies resulting from the same photon. The energy was estimated according to the
maximum of PðEγjEÞ. For this baseline method, the same simulated interaction chains as for the
likelihood method and the alternative method were used. It is worth noting that this method
results in a larger set of estimated energies and interaction positions compared to the maximum
likelihood method and the alternative method since each interaction is assumed to correspond to
a single photon.

3 Results

3.1 Likelihood Function Analysis

In Fig. 4(a), the relative interaction cross sections associated with the likelihood of each
interaction type, PðComptonjEγ; xγÞ and PðphotojEγ; xγÞ, are shown as functions of the
incident photon energy. Figure 4(b) shows the likelihood of interacting in a specific
position based on the traversed distance d. The likelihood is then given by the product
PðinteractionjEγ; xγÞPðdjEγ; xγÞ ¼ μðEγÞe−μðEγÞd with Eγ as the incident photon energy.

From the simulated 60-keV photons, an example of an interaction chain consisting of N ¼ 2

interactions is given in Table 1. For the given interaction chain, the likelihood functions were
calculated for the ideal detector as well as for the realistic detector and the results are shown in
Fig. 5. In Fig. 6, the likelihood for the reverse order of the two interactions is shown.
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Fig. 4 (a) Likelihood of Compton and photoelectric interactions, PðComptonjE γ ; x γÞ and
PðphotojE γ ; x γÞ, as given by the relative interaction cross sections. (b) Likelihood of interacting
after traversed distance d as given by PðinteractionjE γ ; x γÞPðd jE γ ; x γÞ ¼ μðE γÞe−μðE γÞd with E γ as
the incident photon energy.
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3.2 Maximum Likelihood Estimation: Performance at 60 keV

The resulting interaction chains from the 10,000 simulated 60-keV photons are presented
according to interaction type in Table 2. With 0.33% of the incident photons escaping the
detector without interacting at all, a dose efficiency of 99.67% with respect to the fraction
of interacting photons is achieved. By including interaction chains of up to four interactions,
97.37% of all interacting photons are included.

3.2.1 Energy estimation

The performance with respect to estimating the incident photon energy is shown in Figs. 7 and 8,
where Fig. 7 shows the mean error in the energy estimation and Fig. 8 shows the RMS error.
For the maximum likelihood estimation, the estimated energies are based on the identified

Table 1 Example of Monte Carlo simulated interaction chain for N ¼ 2 interactions given an
incident photon of 60 keV.

Interaction Deposited energy (keV) x (mm) y (mm) z (mm) Interaction type

1 7.1 9.670 6.050 6.309 Compton

2 3.2 9.366 4.496 6.310 Compton
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Fig. 5 Resulting likelihoods based on the interaction chain in Table 1 assuming the correct order
of the interactions. (a)–(d) show the resulting likelihoods for the ideal detector. For the realistic
detector, since the total likelihood is calculated through Monte Carlo integration, the likelihood
constituents are shown for one Monte Carlo realization. (a) Likelihood according to interaction
position. (b) Likelihood according to deposited energy in a Compton interaction. (c) Likelihood
of escaping the detector. (d) Total likelihood given as the product of the presented likelihoods
in Fig. 4 along with (a)–(c). For the realistic detector, the total likelihood, calculated as the average
of 1500 Monte Carlo realizations, is shown along with the resulting likelihood for the single Monte
Carlo realization.
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Fig. 6 Resulting likelihoods based on the interactions in Table 1 assuming an interaction order in
which the first interaction is Interaction 2 and the second interaction is Interaction 1. Through fig-
ures (a)–(d), the resulting likelihoods for the ideal detector are shown. For the realistic detector,
since the total likelihood is calculated through Monte Carlo integration, the likelihood constituents
are shown for one Monte Carlo realization. (a) Likelihood according to interaction position.
(b) Likelihood according to deposited energy in a Compton interaction. (c) Likelihood of escaping
the detector. (d) Total likelihood given as the product of the presented likelihoods in Fig. 4 along
with Figs. 6(a)–6(c). For the realistic detector, the total likelihood, calculated as the average of
1500 Monte Carlo realizations, is shown along with the resulting likelihood for a single Monte
Carlo realization based on the likelihoods in Figures (a)–(c).

Table 2 Resulting interaction chains from 10 000 simulated 60-keV pho-
tons in a detector that is 80 mm long in the direction of the incident
photons.

Interaction chain Fraction of incident photons (%)

0 interactions 0.33

1 photoelectric 46.07

1 Compton + 1 photoelectric 25.12

2 Compton + 1 photoelectric 12.23

3 Compton + 1 photoelectric 5.63

1 Compton 5.53

2 Compton 1.95

3 Compton 0.40

4 Compton 0.12

Total 97.38
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interaction orders, i.e., in cases where the interaction orders were not correctly identified, the
estimated mean and RMS errors include estimated energies from incorrectly identified interac-
tion chains.

In Table 3, the total performance considering all analyzed interaction chains is presented with
respect to average error and RMS error. Along with the maximum likelihood method and the
alternative method, the table also shows the baseline case for which each interaction is assumed
to correspond to a unique photon.

3.2.2 Position estimation

For the estimation of the primary interaction position, Figs. 9 and 10 show the mean and RMS
errors in the estimated position for each type of interaction chain and direction x and y. Based on
all analyzed interaction chains, the resulting mean and RMS errors in the estimated positions are
given in Table 4.
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Fig. 7 Mean error in estimated energy for each type of interaction chain, estimation method, and
detector assumption. For the realistic detector, a limited energy and spatial resolution was
assumed. The included error bars indicate the standard error of the mean error in estimated
energy.
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With the maximum likelihood method, regarding the interaction order, 98.7% of the analyzed
interaction chains were identified according to the correct primary interaction for the ideal case
and 97.5% for the realistic detector. For interaction chains of more than one interaction, the
corresponding results were 97.2% and 94.6%, respectively. For each interaction type separately,
the ratio of correctly identified primary interactions are shown in Table 5.

Table 3 Performance of energy estimation for incident photons of 60 keV. For the alternative
method, the energy was estimated based on the probability distribution PðE γ jE totÞ. For the base-
line case in which each interaction was assumed to correspond to a unique photon, the energy
was estimated based on the probability distribution PðE γ jEÞ. For all three cases, a uniform prob-
ability distribution between 15 and 120 keV was assumed as the incident spectrum of photon
energies. The included intervals represent the standard error of the mean and RMS errors,
respectively.

Estimation method

Mean error (keV) RMS error (keV)

Ideal Realistic Ideal Realistic

Maximum likelihood −0.10� 0.03 −0.07� 0.03 3.06� 0.02 3.36� 0.02

Alternative method −0.35� 0.04 −0.36� 0.04 3.56� 0.03 3.65� 0.03

Assuming 1 interaction = 1 photon −1.23� 0.05 −1.28� 0.05 6.87� 0.04 6.93� 0.04
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Fig. 9 Mean error in the estimated position for each type of interaction chain, estimation method,
and detector assumption. For the realistic detector, a limited energy and spatial resolution was
assumed. (a) Position estimation in the x direction. (b) Position estimation in the y direction.
The included error bars indicate the standard error of the mean error in the estimated position.
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4 Discussion

From the relative interaction cross sections shown in Fig. 4, it is clear that photoelectric inter-
actions are most likely between 0 and ∼57 keV. From 57 to 120 keV, Compton interactions are
instead the dominating interaction type. Regarding the position-dependent likelihood presented
in Fig. 4(b), an incident photon is more likely to interact after a short traversed distance if the
photon energy is low. It is seen in the figure that an interaction occurring after a traversed dis-
tance of d ¼ 5 mm has a clear peak at 37 keV meaning that 37 keV is the most likely incident
photon energy given an interaction position that corresponds to a traversed distance of 5 mm. For
longer distances, the likelihood is shifted to higher energies. In the curve representing a traversed
distance of d ¼ 50 mm, the likelihood can be seen to increase with increasing photon energy.

Based on the interaction chain presented in Table 1, the first interaction position corresponds
to a traversed distance of 6.309 mm, given by the z coordinate of Interaction 1. This results in a
position-dependent likelihood presented in Fig. 5(a), which shows a peak around 40 keV for the
first interaction in the ideal case. For the second interaction, the traversed distance between the
first and the second interaction is smaller and the resulting position-dependent likelihood for the
second interaction therefore shows a sharper peak at a lower incident photon energy. For the
Monte Carlo realization, similar curves are shown. The slight shift in position and height of
the peaks compared to the ideal case is caused by the included errors that represent limited
energy and spatial resolution.

1 photo 1 Compton +
1 photo

2 Compton +
1 photo

3 Compton +
1 photo

1 Compton 2 Compton 3 Compton 4 Compton
0

2

4

6

8

10

12

R
M

S
 e

rr
or

 in
 e

st
im

at
ed

 x
 p

os
iti

on
 (

m
m

)

ML, Ideal
ML, Realistic
Alternative method, Ideal
Alternative method, Realistic

1 photo 1 Compton +
1 photo

2 Compton +
1 photo

3 Compton +
1 photo

1 Compton 2 Compton 3 Compton 4 Compton
0

2

4

6

8

10

12

R
M

S
 e

rr
or

 in
 e

st
im

at
ed

 y
 p

os
iti

on
 (

m
m

)

ML, Ideal
ML, Realistic
Alternative method, Ideal
Alternative method, Realistic

(a)

(b)

Fig. 10 RMS error in the estimated position for each type of interaction chain, estimation method,
and detector assumption. For the realistic detector, a limited energy and spatial resolution was
assumed. (a) RMS error for the position estimation in the x direction. (b) RMS error for the position
estimation in the y direction. The included error bars indicate the standard error of the RMS error in
the estimated position, which was estimated as 1∕

ffiffiffiffiffiffi
2n

p
times the RMS error, where n is the num-

ber of interactions.15
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The likelihood of the deposited energy assuming a Compton interaction, shown in Fig. 5(b),
shows a narrow peak for the first interaction in both the ideal case and for the Monte Carlo
realization that represents the realistic detector. This is due to the scattering angle of the first
interaction being known via the two interaction positions. For the Monte Carlo realization, due to
the added errors in energy and position, the energy deposited in the first interaction as well as the
resulting scattering angle are both lower compared to the ideal case. This shifts the peak of the
likelihood to a higher energy. The likelihood of the deposited energy in the second interaction is

Table 4 Performance of the position estimation for incident photons of 60 keV. For the alternative
method in which the registered interactions were assumed to result for the same incident photon,
the position was estimated as the mean position of the identified Compton interactions. In the
baseline case for which each interaction was assumed to correspond to a unique incident photon,
the position was estimated according to the position of each interaction. The included intervals
represent the standard error of the mean and RMS errors, respectively.

Mean error (mm)

x y

Estimation method Ideal Realistic Ideal Realistic

Maximum likelihood −0.014±0.01 −0.002±0.01 −0.005±0.01 −0.007±0.01

Alternative method 0.05� 0.02 0.05� 0.02 0.04� 0.02 0.04� 0.02

1 interaction = 1 photon 0.12� 0.05 0.12� 0.05 0.10� 0.05 0.09� 0.05

RMS error (mm)

x y

Estimation method Ideal Realistic Ideal Realistic

Maximum likelihood 0.82� 0.01 1.09� 0.01 0.80� 0.01 1.10� 0.01

Alternative method 2.24� 0.02 2.24� 0.02 2.36� 0.02 2.41� 0.02

1 interaction = 1 photon 6.54� 0.04 6.54� 0.04 6.70� 0.04 6.72� 0.04

Table 5 Fraction of correctly identified primary interactions using the maximum
likelihood method for 10,000 simulated incident photons of 60 keV.

Interaction chain

Correctly identified primary interaction (%)

Ideal Realistic detector

1 photoelectric 100 100

1 Compton + 1 photoelectric 100 100

2 Compton + 1 photoelectric 97.22 92.97

3 Compton + 1 photoelectric 95.91 87.74

1 Compton 100 100

2 Compton 69.74 65.64

3 Compton 77.50 52.50

4 Compton 91.67 75.00
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given by the integral over all possible scattering angles and results in wide curves with sharp
peaks to the left. The sharp peaks can be explained via the Compton scattering formula in which
the larger the incident photon energy, the larger the possible range of energies for the scattered
photon. The likelihood of depositing a certain energy therefore decreases with an increasing
photon energy and the highest likelihood is obtained for low photon energies. Due to the effect
of bound electrons as well as included Rayleigh interactions, the likelihood curves to the left of
the peaks do not tend to zero immediately.

The likelihood of escaping the detector, shown in Fig. 5(c), is dependent on the energy depos-
ited in the last interaction and the direction of the scattered photon. For the presented interaction
chain, the scattering angle between Interaction 1 and 2 is ∼π∕2 rad, which means that the direc-
tion of the interacting photon is parallel to the detector surface. The shortest distance to the
detector edge is then obtained if the photon scatters π∕2 rad in the second interaction. Since
each combination of the incident photon energy and the energy of the scattered photon roughly
corresponds to a scattering angle, given the deposited energy of 3.2 keV, the likelihood of escape
has its maximum at ∼105 keV for the ideal case. For the realistic detector, due to the added errors
that represent energy and spatial resolution, the scattering angle becomes ∼1 radian. The shortest
distance to the detector edge is then obtained for a scattering angle that is larger than π∕2, which
is less likely for all photon energies. Therefore, the resulting likelihood of escape becomes
smaller and the corresponding maximum is found slightly below 60 keV.

The total likelihoods in Fig. 5(d) are the product of the likelihoods in Figs. 4 and 5(a)–5(c).
Due to the introduced errors in the realistic detector case, there is a widening of the likelihood:
the uncertainty in estimating the incident energy has increased. The resulting peaks for the ideal
case and the Monte Carlo realization are attributed to the likelihood in Fig. 5(b) in which the
likelihood of the first interaction being of certain energy given the scattering angle is very nar-
row. For the given interaction chain, the likelihood of escape mainly governs the height of the
likelihood curves. For the realistic detector, comparing the total likelihood curve based on Monte
Carlo integration with the single Monte Carlo realization, the total likelihood curve is more
similar to the ideal case and provides a similar estimation of the incident energy.

Regarding the interaction order, Fig. 6 shows the different likelihood constituents based on
the interactions in Table 1 in the reverse order. Since both interactions have roughly the same z
coordinates, the position-dependent likelihoods for the first interaction, shown in Fig. 6(a) are
similar to the corresponding curves for the correct interaction order [Fig. 5(a)]. Given the reverse
interaction order, less energy is deposited in the first interaction, which pushes the likelihood
curve for the second interaction to the left.

Similar to the case with the correct interaction order, the likelihoods of the deposited energy
in Fig. 6(b) appear as peaks for the assumed first interaction. Due to the resulting scattering
angles and the difference in deposited energy for the first interaction, the peaks of the likelihood
curves are shifted compared to the curves in Fig. 5(b), which assume the correct interaction
order. Correspondingly, the likelihood of escape in Fig. 6(c) is based on the reverse order of
the interaction positions. Since the scattering angle between the first and second interaction
is ∼π∕2 regardless of the assumed interaction order, the likelihood curves are similar for both
cases. For the ideal case, a local minimum appears at ∼50 keV. For an incident energy of 50 keV,
in comparison to the surrounding incident energies, the most likely scattering angle is close to π
and therefore results in a lower likelihood of escape. Compared to the case with the correct
interaction order, this effect arises due to the higher deposited energy in the assumed second
interaction.

The total likelihood of the case with the incorrect interaction order, Fig. 6(d) shows an ideal
likelihood function with a maximum at approximately 53 keV. In comparison to the correct
interaction order in Fig. 5(d), the maximum of the likelihood function has been shifted to a
lower energy. The total likelihood for the realistic detector shows a likelihood curve that is sim-
ilar to the ideal curve but with a higher amplitude. For the Monte Carlo realization, the resulting
total likelihood function has a maximum at ∼90 keV. Since the traversed distance and scattering
angle are similar regardless of the interaction order, the appearance of the resulting total like-
lihood functions is mainly caused by the order in which the energy is deposited. Comparing the
ideal case in Figs. 5(b) and 6(b), it is clear that the position of the peak in the likelihood curve for
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the first interaction changes drastically with interaction order. This peak then largely governs
the position of the maximum of the total likelihood function.

For the presented statistics with respect to interaction type in Table 2, the two most common
interaction chains, 1 photoelectric and 1 Compton + 1 photoelectric, account for 71% of all
registered interactions. It is important to note that the resulting percentages are dependent
on the geometry of the detector. In this study, the detector was assumed to be infinite in two
directions and 80 mm in the direction parallel to the incident photon direction. Since it is only
possible for photons to escape from the detector edges in the z direction, the fraction of long
interaction chains is large in comparison to what would be expected if tungsten shielding was
used. The detector geometry used in this work provides a case in which the fraction of long
interaction chains is close to the maximum. Despite this, it can be seen that most interaction
chains consist of few interactions. By including interaction chains of up to four interactions,
97.37% of all interacting photons simulated in this work were included. Based on the presented
results, we have shown that the energy and position can be estimated well, especially for short
interaction chains. Using an event-based detector, these two features could be combined and
thereby enable reconstructing the energies and incident photon positions with good performance.
In general, the fact that most interaction chains are short indicates the potential for photon
tracking.

In the presented results of the energy and position estimation, the standard error of the mean
was calculated according to σ∕

ffiffiffi
n

p
, with σ as the standard deviation of the mean errors and n as

the number of interaction chains. To obtain the standard error of the RMS error, the errors in
estimated energies and positions were assumed to be χ2 distributed and the standard error was
calculated as RMS∕

ffiffiffiffiffiffi
2n

p
, with RMS as the RMS error.15 However, for the 3 Compton and

4 Compton interaction chains, the number of samples is low and the distribution of the errors
with respect to both energy and position is non-Gaussian. The standard errors, which build on an
assumption of Gaussian distributions, are therefore highly dependent on the specific interactions
and should be regarded as approximations.

Regarding the performance of estimating the incident photon energy, shown in Figs. 7 and 8,
the energy estimation appears to be most successful for interaction chains that end in photo-
electric events, regardless of estimation method. For both estimation methods, the performance
also decreases with increasing length of the interaction chain. Regarding the mean error in
energy (Fig. 7), the maximum likelihood method and the alternative method show similar per-
formance for interaction chains that involve photoelectric events as well as for the 1 Compton
interaction chain. However, for longer interaction chains of only Compton events, the alternative
method exhibits worse performance, especially for the 4 Compton interaction chain. Since the
alternative method is based on the total deposited energy and does not take the number of inter-
actions into account, this behavior occurs due to the total deposited energy being most likely to
result from a single photoelectric event of 15 to 30 keV.

With the maximum likelihood method, the only interaction chain that becomes underesti-
mated with respect to energy is the 1 Compton interaction chain. When the scattering angle
is unknown, the likelihood related to Compton scattering has a sharp peak to the left, as can
be seen in both Figs. 5(b) and 6(b) for the second (and last) interaction. This causes the maximum
of the total likelihood function to be pushed toward the left, resulting in lower estimated energies.
For the alternative method, the probability distribution PðEγjEtotÞ that governs the energy esti-
mation is similar to that of the likelihood related to Compton scattering, which results in a
slightly underestimated photon energy as well.

Similar to the mean errors in energy, the RMS errors in the estimated energy shown in Fig. 8
are smaller for interaction chains that end in a photoelectric event. For the realistic detector, in
comparison to the ideal detector, the difference in RMS error is mainly caused by the assumed
energy resolution of σE ¼ 0.5 keV. With the maximum likelihood method, the highest RMS
error occurs for the 1 Compton interaction chain where no scattering angle is known. For the
alternative method, the RMS errors are slightly lower for the 1 Compton interaction. However,
for longer Compton chains, the RMS errors far exceed the corresponding errors for the maxi-
mum likelihood method. Similar to the mean errors, this occurs since the total deposited energy
is most probable for a single photoelectric interaction from a low-energy photon.
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From Table 3, showing the total performance over all analyzed interactions chains, it is clear
that the maximum likelihood method results in the best estimation of the incident photon energy.
The presented mean errors indicate that the bias of the maximum likelihood estimation is very
small. For the realistic detector, the alternative method exhibits a slightly larger mean error and
an RMS error that is approximately 10% higher than for the maximum likelihood method. It is
worth noting that for the alternative method, all interaction chains that include an identified
photoelectric event are estimated according to the sum of the deposited energies. Apart from
the errors that represent energy resolution, the errors in the estimated energies thereby arise from
interaction chains with only Compton interactions. Based on Table 2, such interaction chains
amount to roughly 8% of all interaction chains. Since the entire photon energy is not deposited in
the detector for such interaction chains, the estimated energy will be lower than the actual photon
energy, which therefore results in a negative bias. For the maximum likelihood method, the
errors in the estimated energies largely also originate from the Compton only interaction chains.
However, in the maximum likelihood estimation, interactions are never identified according to
interaction type. In the energy estimation, the total likelihood function simultaneously includes
the possibility of photoelectric and Compton events.

For the included baseline case in which each interaction is assumed to correspond to a unique
photon, the mean error in estimated energy (Table 3) shows that the energy is on average under-
estimated by 1.23 keV. Correspondingly, for the realistic detector, the RMS error is approxi-
mately twice as large as for the maximum likelihood method. Compared to the alternative
method, the baseline case also shows significantly worse performance.

Overall, the maximum likelihood method results in the smallest errors with respect to the
estimated incident photon energy for both the ideal and the realistic detector. However, since the
maximum likelihood functions consist of several probability expressions that must be calculated
for each possible incident energy, the computational complexity is much larger compared to the
presented alternative method, which is only based on the probability PðEγjEtotÞ. In this work, the
simulations were performed on a computer with an Intel Core i9-9980HK CPU (2.40 GHz) and
32 GB RAM. With the maximum likelihood method, the longest computational time per inter-
action chain was obtained for interaction chains ending in Compton events. With no optimization
of the implemented maximum likelihood functions, the computational time was then in the order
of minutes, which is mainly due to the evaluation of the probability of escape, which includes
integrating overall possible scattering angles [see Eq. (7)]. In comparison, results could be
achieved with the alternative method in under a second per interaction chain. However, although
the alternative method is more straightforward to implement, we want to emphasize that neither
of the two methods has been optimized with respect to computational speed.

In this work, a uniform probability distribution between 15 and 120 keV was assumed
regarding the incident photon energies. This was chosen to evaluate the maximum likelihood
method without any assumptions regarding the incident photon energies. For future work, it is of
interest to include a more realistic spectrum. Since the likelihood functions were derived with no
assumptions on the incident spectrum, the assumed spectrum shape can be incorporated by sim-
ply multiplying the derived likelihood functions with the probability for each incident photon
energy, Eγ, given the spectrum S: PðEγjSÞ. In the case of N ¼ n interactions (where n > 2), the
total likelihood function then becomes PðN ¼ n; fE1; : : : ; Eng; fx1; : : : ; xngjEγ; xγÞ · PðEγjSÞ.
However, since we expect the spectrum shape to change depending on projection line, any
assumptions on the incident spectrum must be carefully considered.

For the position estimation, the presented mean errors in the estimated positions in Fig. 9
show that the performance decreases with increasing chain length. Similar to the energy esti-
mation, interaction chains that end with photoelectric events show the best performance for both
the maximum likelihood method and the alternative method. For the maximum likelihood
method, the errors in the estimated positions arise from misplaced Compton interactions: at
60 keV, all resulting photoelectric interactions were correctly identified as being at the end
of the interaction chains. An indication of this can be seen in Table 5 for the 1 Compton +
1 photoelectric interaction chain. From Fig. 9 and Table 5, it can also be seen that despite the
equal number of Compton interactions in the 2 Compton + 1 photo and the 2 Compton inter-
action chains, the photoelectric interaction enables a better estimation of the incident photon
position. For interaction chains that end in a photoelectric event, the entire photon energy is
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known, along with all scattering angles. This improves the likelihood estimation of the inter-
action order. We expect this to also be true for longer interaction chains but due to the low
statistics for long chains of Compton events, this cannot be established.

Regarding the RMS errors in the position estimation (Fig. 10), the RMS errors are higher for
the alternative method. This is especially clear for the 2 Compton + 1 photo and 3 Compton + 1
photo interaction chains for which the number of interaction chains is high and the statistical
uncertainty therefore low. For the y direction [Fig. 10(b)], the RMS errors for the realistic detec-
tor are higher compared to the ideal case. This is expected and can be attributed to the assumed
energy and spatial resolution. For the maximum likelihood method, there is a clear difference
in the RMS errors between the ideal detector and the realistic detector. Since the maximum
likelihood estimation includes the angular dependency and the energy deposited along the
entire interaction chain, the likelihood of an interaction depends on all previous interactions
in the chain. Errors that arise from both the assumed energy and spatial resolution propagate
through the interaction chain and can have a large effect on the resulting likelihood function.
In comparison, for the alternative method, since the position estimation is based on the
mean position of all identified Compton interactions, there is no dependency between the inter-
actions, and the included errors for the realistic detector have a smaller effect on the resulting
RMS errors.

Based on the total performance of estimating the incident photon position, given in Table 4,
there appears to be no clear difference in performance between the x and y direction, regardless
of detector assumption. With the maximum likelihood method, this is mainly due to the fact that
it is rare for primary interactions to be misidentified, however, when this happens, the errors in
the estimated position can be several centimeters. In the case of the realistic detector with a
limited spatial resolution, the errors due to incorrectly identified primary interactions therefore
completely mask the effect of the limited spatial resolution. However, for interaction chains with
correctly identified primary interactions, the RMS errors are in the same order of magnitude as
the assumed spatial resolution. This can be seen in Fig. 10 for the 1 photo, 1 Compton + 1 photo,
and 1 Compton interaction chains. Overall, the maximum likelihood method exhibits a larger
difference between the ideal and the realistic detector compared to the alternative method and the
baseline case. For the realistic detector, the alternative method results in an RMS error that is
approximately twice as large as for the maximum likelihood method. For the baseline case in
which one interaction is assumed to correspond to a unique incident photon, the position esti-
mation performs worse than the other two methods since the incident interaction position is
estimated according to each interaction (photoelectric included). Since many photoelectric inter-
actions are found at the end of interaction chains, the resulting errors in the estimated positions
become high. Overall, with both the maximum likelihood method and the alternative method, the
results indicate that the position of the incident photon can be determined on a millimeter scale.

In general, the presented results for the maximum likelihood method, given in Tables 3 and 4,
exhibit noticeably small errors. This is mainly due to the large fraction of interaction chains that
include photoelectric events and or consist of a single interaction. Regarding interaction chains
that end in a photoelectric event, as long as the photoelectric interaction is correctly identified,
the estimated energy approximately corresponds to the sum of the deposited energies.
Correspondingly, it is most likely for the photoelectric interaction to be positioned at the end
of the interaction chain because of the high deposited energy. This largely improves the perfor-
mance of identifying the primary interaction and thereby improves the performance with respect
to estimating the incident photon position. For interaction chains in which the primary interac-
tion becomes correctly identified, the resulting errors in the estimated position correspond to the
assumed spatial resolution. By combining the interaction statistics in Table 2 with the fraction of
correctly identified primary interactions for each interaction type in Table 5, 97.5% of the ana-
lyzed interaction chains are identified according to the correct interaction order for the realistic
detector. Apart from the errors caused by the assumed spatial resolution, the presented RMS
errors in the estimated position mainly occur due to the 2.5% of the incident photons that have
misidentified primary interactions. For such photons, the error in the estimated position can be
several centimeters.

Further, regarding the energy estimation, we want to emphasize that even for interaction
chains consisting of only Compton interactions, the energy can be estimated with an RMS error
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of ∼11.5 keV using the maximum likelihood method for the realistic detector case. The corre-
sponding bias, given by the mean error in the estimated energy, is then −1.00 keV. For inter-
action chains consisting of a single Compton interaction, the RMS error is ∼12.6 keV and the
mean error is −2.08 keV. Overall, this shows that Compton interactions contribute with valuable
energy information.

For the likelihood estimation in general, apart from the assumed energy and spatial resolu-
tion, the effect of Rayleigh interactions decreases the performance of estimating the photon
energy and incident position. Since no energy is deposited in a Rayleigh interaction, the detector
is unable to track Rayleigh events. However, Rayleigh scattering alters the photon path and
distorts the relation between the registered interactions with respect to distance and scattering
angle. In this paper, as an approximation, Rayleigh scattering was accounted for in the prob-
ability function for Compton scattering PðE; θjEγÞ, which was used both in the Monte Carlo
simulation of photon interactions and in the maximum likelihood estimation. For photons
between 40 and 60 keV, we expect ∼12% of all interactions to be Rayleigh interactions accord-
ing to the relative interaction cross sections in Fig. 11.

For future work, it is desirable to evaluate the effect of the lowest threshold. Interactions in
which the deposited energy is low typically correspond to a small scattering angle. A lowest
threshold that removes low energy events could therefore decrease the estimated energy some-
what but does not necessarily remove the possibility of finding the correct interaction chain.
Further, it is also desirable to include the impact of having more than one incident photon.
One challenge that arises with several incident photons is that the interactions must be identified
correctly to determine the number of incident photons and the incident photon energies. In gen-
eral, we expect this to become more challenging for interaction chains in which the interactions
are far apart. Overall, since all incident photons interact independently of other photons, the
likelihood function in Eq. (11) is the building block for the likelihood of any number of incident
photons. For example, in the case of two registered interactions, this could possibly result from
two photons. Without any assumptions about the x-ray source distribution, we can express these
likelihood functions as

EQ-TARGET;temp:intralink-;e015;116;206PðN ¼ 2; E1; E2; x1; x2jEγ; xγÞ and PðN ¼ 1; E1; x1; jEγ;1; xγ;1ÞPðN ¼ 1; E2; x2; jEγ;2; xγ;2Þ:
(15)

By evaluating each of these likelihoods, it is possible to estimate if the number of incident
photons is one or two based on the case that achieves the highest likelihood. Given a set of
interactions, it is thereby possible to evaluate the number of incident photons along with the
photon energies and incident photon positions by evaluating the likelihood for each combination
of possible interaction chains.

To use the presented maximum likelihood method, we expect an event-based detector to be
required compared to current detectors for photon-counting CT. Since scattered photons can
travel several centimeters before interacting again, interaction chains will likely span over many
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detector pixels. To find all interactions that belong to the same interaction chain, the search
region must therefore be sufficiently large. If we imagine a total search region corresponding
to an area of 50 × 50 mm2 as seen from the x-ray source and assume a fluence rate of
3.4 · 108 mm−2 s−1, corresponding to the maximum flux in CT for head and intermediate-sized
chest images,16 the total number of incident photons in the search region becomes 8.5 · 1011 s−1.
To obtain one incident photon per time window, which was the assumption used in this work, the
time window must be ∼1 ps. With our presented method, based on the results for a single inci-
dent photon per time window, we expect the performance to decrease with an increasing number
of incident photons per time window due to the increasing number of interactions. Although this
is yet to be evaluated, if the method could handle up to five incident photons during the same
time window, the corresponding time window would be ∼6 ps.

Apart from the problem with too many interacting photons during the same time window,
pulse pileup can occur if the number of photons per pixel is too large in relation to the speed of
the readout electronics. For the presented methods, it should be noted that the problem with pulse
pileup will, in itself, be the same as for current CT detectors. Pulse pileup can be mitigated by
segmenting the detector in the direction of the incident photons and by reducing the pixel size.
However, since the problem of having too many incident photons during the same time window
requires a very fast detector, we expect problems with pileup to be smaller compared to in current
detectors. Regardless of this, pulse pileup can be included in the likelihood functions by incor-
porating a pileup model, see e.g., Grönberg et al.17 This will mainly result in using flux-
dependent spectral response functions that relate the deposited energy to the incident photon
energy to include spectral distortion. Further, the assumed count statistics will also be affected
since pulse pileup results in non-Poissonian count statistics at high incident fluxes.

Previously proposed detectors include designs both with and without tungsten shielding.18 In
this work, a detector geometry without tungsten shielding was assumed to allow a large fraction
of the incident photons to deposit the entire photon energy. However, we suspect that it might be
desirable to include shielding to reduce the size of the required search region by limiting the
maximum distance between interactions. On the other hand, this also reduces the interaction
chain length, which means that fewer interaction chains will end in photoelectric events.
Therefore, there is a trade-off between using tungsten shielding to reduce the number of inter-
actions per detector volume and having interaction chains in which the entire photon energy is
deposited in the detector. To evaluate the effect of this on the performance of the presented
methods, it is of interest to evaluate the presented methods for various geometries including
tungsten shielding. In general, shielding and other geometrical effects, such as gaps between
detector elements, can be included in the likelihood functions using position-dependent attenu-
ation coefficients.

If assuming a case in which tungsten shielding is used to create a maximum search region of
25 × 25 mm2, the time window corresponding to one and five photons then becomes ∼5 and
24 ps, respectively. Achieving this in current PCDs is associated with many challenges from an
engineering point of view. As an example, the time of the interaction is typically not extracted.
Instead, whenever the signal is above the lowest threshold, a photon is counted and the inter-
action energy is sampled every 10 ns during a deadtime period, which is in the order of 100 ns.19

However, it has previously been reported that a time resolution of 30 ps can be achieved in a
silicon detector.20 Based on this, we do not consider this issue to be solved but believe that
with engineering ingenuity it might be possible in the near future. This also includes challenges
with synchronizing the detector elements. It should also be noted that the image quality is
mostly determined by projections with high attenuation in comparison to projections close
to the skin-line, which measure the highest fluxes. For a more typical fluence rate in CT of
1 · 107 mm−2 s−1,2,16 the corresponding time windows for one and five photons become 0.16
and 0.8 ns, respectively, which is significantly longer than 30 ps.

5 Conclusions

We have presented a maximum likelihood estimation framework along with an alternative
method to estimate the incident photon energy in a silicon detector. We have also developed
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a Monte Carlo simulation of photon interactions. Based on simulated interaction chains, the
incident photon energy and position were estimated for 10,000 simulated 60-keV photons
assuming a case with one incident photon per time frame. For a non-ideal case with assumed
spatial and energy resolution, a mean error in estimated energy of −0.07� 0.03 keV was
achieved along with an RMS error of 3.36� 0.02 keV. With respect to the interaction order,
97.5% of the analyzed interaction chains were identified according to the correct primary inter-
action using the maximum likelihood method. The interaction position was estimated with a
mean error in the order of a few micrometers in both the x and y direction and the corresponding
RMS errors were ∼1 mm. Overall, this shows the potential of using event-based detectors.
In future work, it is desirable to evaluate the effect of having high incident photon fluxes with
multiple incident photons per time window. Further, it is also of interest to explore the effect of
using tungsten shielding to reduce the number of coinciding photon interactions.

6 Appendix

In the case of N ¼ 2 interactions, the probability of a first event given by x1, E1 and a second
event given by x2, E2 can be described as

EQ-TARGET;temp:intralink-;e016;116;525

PðN ¼ 2; E1; E2; x1; x2jEγ; xγÞ ¼ PðN ¼ 2; E1; E2; x1; x2; 1st Compton; 2nd photojEγ; xγÞ
þ PðN ¼ 2; E1; E2; x1; x2; 1st Compton; 2nd ComptonjEγ; xγÞ: (16)

The first term can then be rewritten according to
EQ-TARGET;temp:intralink-;e017;116;462

PðN ¼ 2; E1; E2; x1; x2; 1st Compton; 2nd photojEγ; xγÞ ¼ Pðx1; 1st ComptonjEγ; xγÞ
· PðN ¼ 2; E1; E2; x2; 2nd photojEγ; xγ; x1; 1st ComptonÞ; (17)

where
EQ-TARGET;temp:intralink-;e018;116;400

Pðx1; 1st ComptonjEγ; xγÞ ¼ δððx1; y1Þ

− ðxγ; yγÞÞð1 − e−μðEγÞLdÞ μðEγÞe−μðEγÞz1

1 − e−μðEγÞLd
PðComptonjEγ; xγÞ; (18)

and
EQ-TARGET;temp:intralink-;e019;116;326

PðN ¼ 2; E1; E2; x2; 2nd photojEγ; xγ; x1; 1st ComptonÞ ¼ ð1 − e−μðEγ−E1ÞLexit;1Þ

·
μðEγ − E1Þe−μðEγ−E1Þkx2−x1k

1 − e−μðEγ−E1ÞLexit;1
PðE1; θ1jEγÞδðE2 − ðEγ − E1ÞÞPðphotojEγ − E1; xγÞ:

(19)

As the scattering angle θ1 can be determined from x1 and x2, the probability of energy E1

being deposited can be calculated directly from PðE1; θ1jEγÞ without integrating over θ. The
resulting expression of Eq. (17) becomes
EQ-TARGET;temp:intralink-;e020;116;209

PðN ¼ 2; E1; E2; x1; x2; 1st Compton; 2nd photojEγ; xγÞ ¼ δððx1; y1Þ − ðxγ; yγÞÞð1 − e−μðEγÞLdÞ

·
μðEγÞe−μðEγÞz1

1 − e−μðEγÞLd
PðComptonjEγ; xγÞð1 − e−μðEγ−E1ÞLexit;1Þ μðEγ − E1Þe−μðEγ−E1Þkx2−x1k

1 − e−μðEγ−E1ÞLexit;1

· PðE1; θ1jEγÞδðE2 − ðEγ − E1ÞÞPðphotojEγ − E1; xγÞ: (20)

By rewriting the second term of Eq. (16) we arrive at
EQ-TARGET;temp:intralink-;e021;116;117

PðN ¼ 2; E1; E2; x1; x2; 1st Compton; 2nd ComptonjEγ; xγÞ
¼ Pðx1; 1st ComptonjEγ; xγÞPðN ¼ 2; E1; E2; x2; 2nd ComptonjEγ; xγ; x1; 1st ComptonÞ;

(21)

Sundberg, Danielsson, and Persson: Compton coincidence in silicon photon-counting CT detectors

Journal of Medical Imaging 013501-25 Jan∕Feb 2022 • Vol. 9(1)



where the first factor is stated in Eq. (18). The second factor, on the other hand, must take into
account a scattered photon as a result of the second Compton interaction. This can be written as

EQ-TARGET;temp:intralink-;e022;116;711

PðN ¼ 2; E1; E2; x2; 2nd ComptonjEγ; xγ; x1; 1st ComptonÞ ¼ PðE1; θ1jEγÞð1 − e−μðEγ−E1ÞLexit;1Þ

·
μðEγ − E1Þe−μðEγ−E1Þkx2−x1k

1 − e−μðEγ−E1ÞLexit;1

Z
π

0

PðE2; θjEγ − E1Þdθ
Z

π

0

R
2π
0 e−μðEγ−E1−E2ÞLexit;2ðx2;θ;ϕÞdϕ

2π

PðθjEγ − E1; E2Þdθ · PðComptonjEγ − E1; xγÞ; (22)

and results in

EQ-TARGET;temp:intralink-;e023;116;620

PðN ¼ 2;E1;E2; x1; x2;1st Compton;2nd ComptonjEγ; xγÞ
¼ δððx1; y1Þ− ðxγ; yγÞÞð1− e−μðEγÞLdÞ

·
μðEγÞe−μðEγÞz1

1− e−μðEγÞLd
PðComptonjEγ; xγÞPðE1;θ1jEγÞð1− e−μðEγ−E1ÞLexit;1Þ

·
μðEγ −E1Þe−μðEγ−E1Þkx2−x1k

1− e−μðEγ−E1ÞLexit;1
·
Z

π

0

PðE2;θjEγ −E1Þdθ
Z

π

0

R
2π
0 e−μðEγ−E1−E2ÞLexit;2ðx2;θ;ϕÞdϕ

2π

PðθjEγ −E1;E2Þdθ · PðComptonjEγ −E1; xγÞ: (23)

By including Eqs. (20) and (23) and identifying the common parts, Eq. (16) can be expressed
as

EQ-TARGET;temp:intralink-;e024;116;469

PðN ¼ 2; E1; E2; x1; x2jEγ; xγÞ

¼ δððx1; y1Þ − ðxγ; yγÞÞð1 − e−μðEγÞLdÞ μðEγÞe−μðEγÞz1

1 − e−μðEγÞLd
PðComptonjEγ; xγÞ

· PðE1; θ1jEγÞð1 − e−μðEγ−E1ÞLexit;1Þ μðEγ − E1Þe−μðEγ−E1Þkx2−x1k

1 − e−μðEγ−E1ÞLexit;1

·

�
δðE2 − ðEγ − E1ÞÞPðphotojEγ − E1; xγÞ

þ
Z

π

0

PðE2; θjEγ − E1Þdθ
Z

π

0

R
2π
0 e−μðEγ−E1−E2ÞLexit;2ðx2;θ;ϕÞdϕ

2π
PðθjEγ − E1; E2Þdθ

· PðComptonjEγ − E1; xγÞ
�
: (24)

This equation is equal to Eq. (10) in Sec. 2.1.
To generalize this result to N ¼ n interactions (where n > 2), we observe that the probability

ofN ¼ n interactions will consist of two parts: the probability ofN Compton interactions and the
probability of N − 1 Compton interactions followed by a photoelectric interaction. This can be
written as

EQ-TARGET;temp:intralink-;e025;116;230

PðN ¼ n; fE1; : : : ; Eng; fx1; : : : ; xngjEγ; xγÞ
¼ PðN ¼ n; fE1; : : : ; Eng; fx1; : : : ; xng; f1st Compton; : : : ; nth ComptongjEγ; xγÞ
þ PðN ¼ n; fE1; : : : ; Eng; fx1; : : : ; xng; f1st Compton; : : : ; n

− 1th Comptong; nth photojEγ; xγÞ: (25)

Similar to Eqs. (17) and (21), the two terms in this expression can each be rewritten. It is
important to note that for both the photoelectric part and the Compton part, the first N − 1 inter-
actions will be Compton interactions and the probability functions for these interactions will be
the same, regardless of whether the last interaction is a Compton or photoelectric event. In
Eq. (26), an expansion of the Compton term is shown.
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PðN ¼ n; fE1; : : : ; Eng; fx1; : : : ; xng; f1st Compton; : : : ; nth ComptongjEγ; xγÞ
¼ Pðx1; 1st ComptonjEγ; xγÞ · PðN ¼ n; fE1; : : : ; Eng; fx2; : : : ; xng;
f2nd Compton; : : : ; nthComptongjEγ; xγ; x1; 1st ComptonÞ

¼ Pðx1; 1st ComptonjEγ; xγÞ · PðE1; x2; 2nd ComptonjEγ; xγ; x1; 1st ComptonÞ
· PðN ¼ n; fE2; : : : ; Eng; fx3; : : : ; xng; f3rd Compton; : : : ; nth Comptong
jEγ; xγ; E1; x1; x2; 1st & 2nd ComptonÞ ¼

¼ : : : ¼ Pðx1; 1st ComptonjEγ; xγÞ · PðE1; x2; 2nd ComptonjEγ; xγ; x1; 1st ComptonÞ

·
Yn−1
i¼3

PðEi−1; xi; ith ComptonjEγ; xγ; fE1; : : : ; Ei−2g; fx1; : : : ; xi−1g;

f1st Compton; : : : ; i − 1th ComptongÞ · PðN ¼ n; En−1; En; xn; nth ComptonjEγ; xγ;

fE1; : : : ; En−2g; fx1; : : : ; xn−1g; f1stCompton; : : : ; n − 1thComptongÞ: (26)

It is worth noting that this generalization is applicable for n > 3, for n ¼ 3, the third factor
should be omitted. Looking at the resulting expression, the first factor is found in Eq. (18). The
second and third factors are based on identical formulas and can be expressed together as

EQ-TARGET;temp:intralink-;e027;116;504

PðE1; x2; 2nd ComptonjEγ; xγ; x1; 1st ComptonÞ

·
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P
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P
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1 − e−μðEγ−

P
k
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EiÞLexit;k

�

·
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P

�
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Xk
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Ei; xγ

�
: (27)

The fourth and last factor is given as

EQ-TARGET;temp:intralink-;e028;116;315

PðN ¼ n; En−1; En; xn; nth ComptonjEγ; xγ; fE1; : : : ; En−2g; fx1; : : : ; xn−1g;
f1st Compton; : : : ; n − 1th ComptongÞ ¼ ð1 − e−μðEγ−

P
n−1
i¼1

EiÞLexit;n−1Þ

·
μðEγ −

P
n−1
i¼1 EiÞe−μðEγ−

P
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i¼1
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1 − e−μðEγ−
P
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π
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Xn−1
i¼1

EiÞdθ ·
Z

π
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Z
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i¼1
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i¼1
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�
: (28)

Regarding the corresponding expression for the photoelectric part, since the probability func-
tions of the first N − 1 interactions are the same as for the Compton case, the only difference is
the probability of the last interaction [factor four in Eq. (26)]. For the photoelectric case, this
factor instead becomes
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PðN ¼ n; En−1; En; xn; nth photojEγ; xγ; fE1; : : : ; En−2g; fx1; : : : ; xn−1g;
f1st Compton; : : : ; n − 1th ComptongÞ
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P

n−1
i¼1
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�
: (29)

Finally, by combining Eqs. (26)–(29) via Eq. (25), the full expression for the probability of
N ¼ n interactions becomes
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: (30)

This equation corresponds to Eq. (11) in Sec. 2.1.

Disclosure

Mats Danielsson has an active consulting agreement with GE Healthcare. Mats Persson discloses
past financial interests in Prismatic Sensors AB and was a visiting researcher with General
Electric Company in 2019 and 2020, funded by the EU Research Executive Agency.

Acknowledgments

This work was financed by the Olle Engkvist Foundation and performed in collaboration with
MedTechLabs (Stockholm, Sweden). The authors acknowledge that a preliminary version of this
paper was previously published as a SPIE proceedings paper.21

References

1. M. J. Willemink et al., “Photon-counting CT: technical principles and clinical prospects,”
Radiology 289(2), 293–312 (2018).

Sundberg, Danielsson, and Persson: Compton coincidence in silicon photon-counting CT detectors

Journal of Medical Imaging 013501-28 Jan∕Feb 2022 • Vol. 9(1)

https://doi.org/10.1148/radiol.2018172656


2. K. Taguchi and J. S. Iwanczyk, “Vision 20/20: single photon counting x-ray detectors in
medical imaging,” Med. Phys. 40(10), 100901 (2013).

3. M. Danielsson, M. Persson, and M. Sjölin, “Photon-counting x-ray detectors for CT,”
Phys. Med. Biol. 66(3), 03TR01 (2021).

4. H. Bornefalk and M. Danielsson, “Photon-counting spectral computed tomography using
silicon strip detectors: a feasibility study,” Physi. Med. Biol. 55, 1999–2022 (2010).

5. M. Berger et al., “XCOM: photon cross section database (version 1.5),” National Institute of
Standards and Technology, Gaithersburg, Maryland (2010).

6. K. Cranley et al., “IPEM report 78: catalogue of diagnostic x-ray spectra and other data,”
tech. rep., (Electronic Version prepared by D Sutton), The Institute of Physics and
Engineering in Medicine (IPEM), York (UK) (1997).

7. S. Jan et al., “GATE: a simulation toolkit for PET and SPECT,” Phys. Med. Biol. 49,
4543–4561 (2004).

8. C. Xu et al., “Energy resolution of a segmented silicon strip detector for photon-counting
spectral CT,” Nucl. Instrum. Methods Phys. Res., Sect. A: Accel. Spectrom. Detectors Assoc.
Equip. 715, 11–17 (2013).

9. C. Sundberg et al., “1-μm spatial resolution in silicon photon-counting CT detectors,”
J. Med. Imaging 8, 063501 (2021).

10. V. Schönfelder, A. Hirner, and K. Schneider, “A telescope for soft gamma ray astronomy,”
Nucl. Instrum. Methods 107, 385–394 (1973).

11. R. W. Todd, J. M. Nightingale, and D. B. Everett, “A proposed γ camera,” Nature
251(5471), 132–134 (1974).

12. M. Singh, “An electronically collimated gamma camera for single photon emission
computed tomography. Part I: theoretical considerations and design criteria,” Med. Phys.
10, 421–427 (1983).

13. M. Mikuž et al., “Timing in thick silicon detectors for a compton camera,” IEEE Trans.
Nucl. Sci. 49 II, 2549–2557 (2002).

15. N. M. Faber, “Estimating the uncertainty in estimates of root mean square error of predic-
tion: application to determining the size of an adequate test set in multivariate calibration,”
Chemometrics Intell. Lab. Syst. 49, 79–89 (1999).

16. M. Persson et al., “Upper limits of the photon fluence rate on CT detectors: Case study on
a commercial scanner,” Med. Phys. 43, 4398–4411 (2016).

17. F. Grönberg, M. Danielsson, and M. Sjölin, “Count statistics of nonparalyzable photon-
counting detectors with nonzero pulse length,” Med. Phys. 45, 3800–3811 (2018).

18. M. Persson and N. J. Pelc, “Simulation model for evaluating energy-resolving photon-
counting CT detectors based on generalized linear-systems framework,” Proc. SPIE
10948, 109481V (2019).

19. X. Liu et al., “A silicon-strip detector for photon-counting spectral CT: energy resolution
from 40 kev to 120 kev,” IEEE Trans. Nucl. Sci. 61(3), 1099–1105 (2014).

20. V. Sola et al., “Ultra-fast silicon detectors for 4D tracking,” J. Instrum. 12, C02072
(2017).

21. C. Sundberg, M. Danielsson, and M. Persson, “Compton coincidence in silicon photon-
counting CT detectors,” Proc. SPIE 11595, 115950C (2021).

Christel Sundberg graduated from KTH Royal Institute of Technology in 2017 with a MSc
degree in engineering physics. She is currently a PhD student in the Physics of Medical
Imaging division at KTH. Her research interests involve performance improvements and sim-
ulations of silicon photon-counting detectors for spectral CT.

Mats Danielsson is a professor at KTH Royal Institute of Technology and division leader in
Physics of Medical Imaging as well as Program Leader at MedTechLabs (Stockholm).
He received his PhD in physics for research conducted at CERN and was a postdoc at
Lawrence Berkeley National Laboratory. His main research interests are photon counting detec-
tors and x-ray optics and he has 120 publications in JMI, Medical Physics, PMB, Nature and
other respected journals. He also holds more than 100 patents and is a co-founder of Sectra
Mamea AB, C-RAD AB and Prismatic Sensors.

Sundberg, Danielsson, and Persson: Compton coincidence in silicon photon-counting CT detectors

Journal of Medical Imaging 013501-29 Jan∕Feb 2022 • Vol. 9(1)

https://doi.org/10.1118/1.4820371
https://doi.org/10.1088/1361-6560/abc5a5
https://doi.org/10.1088/0031-9155/55/7/014
https://doi.org/10.1088/0031-9155/49/19/007
https://doi.org/10.1016/j.nima.2013.02.030
https://doi.org/10.1016/j.nima.2013.02.030
https://doi.org/10.1117/1.JMI.8.6.063501
https://doi.org/10.1016/0029-554X(73)90257-7
https://doi.org/10.1038/251132a0
https://doi.org/10.1118/1.595313
https://doi.org/10.1109/TNS.2002.803884
https://doi.org/10.1109/TNS.2002.803884
https://doi.org/10.1016/S0169-7439(99)00027-1
https://doi.org/10.1118/1.4954008
https://doi.org/10.1002/mp.13063
https://doi.org/10.1117/12.2512593
https://doi.org/10.1109/TNS.2014.2300153
https://doi.org/10.1088/1748-0221/12/02/C02072
https://doi.org/10.1117/12.2581031


Mats Persson received his MSc degree in engineering physics in 2011 and his PhD in physics in
2016 from KTH Royal Institute of Technology, where he worked on photon-counting silicon
detectors for CT. After working as postdoc at Stanford University and visiting postdoc at GE
Research Center, he returned to KTH where he is an assistant professor of physics since 2020.
His main research interests are image reconstruction and performance modeling for photon-
counting spectral CT.

Sundberg, Danielsson, and Persson: Compton coincidence in silicon photon-counting CT detectors

Journal of Medical Imaging 013501-30 Jan∕Feb 2022 • Vol. 9(1)


